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Preface

It has long been predicted that there would soon be little need for analog circuitry because the world increasingly
relies on digital signals, yet the need for good analog circuit design remains strong. Many applications have
indeed replaced analog circuitry with their digital counterparts (such as digital audio). However, when digitizing
physical signals, analog-to-digital and digital-to-analog converters are always needed, together with their associ-
ated anti-aliasing and reconstruction filters. In addition, new applications continue to appear; their requirements
demand the use of high-performance analog front ends, such as digital communication over wireline and wireless
channels and microsensor interfaces. Also, as integrated circuits integrate more functionality, it is much more
likely that at least some portion of a modern integrated circuit will include analog circuitry to interface to the real
world. Moreover, the continued scaling of digital circuits has led to the emergence of new problems that require
analog solutions, such as on-chip power management and the generation of stable clock signals. Although it may
constitute only a small portion of total chip area, analog circuitry is often the limiting factor on overall system per-
formance and the most difficult part of the IC to design. As a result, a strong industrial need for analog circuit
designers continues. The purpose of this book is to help develop excellent analog circuit designers by presenting a
concise treatment of the wide array of knowledge required by an integrated circuit designer.

This book strives to quash the notion that the design and test of high-performance analog circuits are “mys-
tical arts.” Whereas digital design is relatively systematic, analog design appears to be much more based upon
intuition and experience. Analog testing may sometimes seem to depend more upon the time of day and phase of
the moon than on concrete electrical properties. But these thoughts about analog circuits usually occur when one
is not familiar with the many fundamentals required to create high-performance analog circuits. This book helps
to take the mystery out of analog integrated circuit design. Although many circuits and techniques are described,
the most important design principles are emphasized throughout this book. Physical and intuitive explanations
are given, and although mathematical quantitative analyses of many circuits have necessarily been presented,
one must not miss seeing the forest for the trees. In other words, this book attempts to present the critical under-
lying concepts without becoming entangled in tedious and overcomplicated circuit analyses.

NEW TO THIS EDITION

This, the second edition of Analog Integrated Circuit Design, has new material to make it more accessible to beginners in
the field while retaining the depth, detail, and intuitive approach that made the first edition a favorite reference among expe-
rienced designers. Two new chapters have been added early in the text: Chapter 4, dedicated to the frequency response of
analog integrated circuits, provides a review of frequency-domain analysis and single-stage amplifier response; Chapter 5
covers the basic theory of feedback amplifiers. The conventional categorization and dissection of feedback amplifiers
according to their topology is by and large forgone in favor of an intuitive, practical, yet analytical approach that is based on
the practices of experienced analog designers. These new chapters make the second edition well-suited to the teaching of
analog integrated circuit design at both the undergraduate and graduate levels, while still allowing it to serve as a compre-
hensive reference for practicing engineers.

The first edition of Analog Integrated Circuit Design was written roughly 15 years before the second, and
the field changed considerably in the intervening years necessitating significant updates to reflect advances in
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technology and engineering practice. For example, material on CMOS integrated circuit device modeling,
processing, and layout in Chapters 1 and 2 has been updated and expanded to cover effects that are of tremen-
dous importance to analog designers using modern fabrication technologies. New and expanded topics include
modeling MOS subthreshold operation and mobility degradation in Chapter 1, and proximity effects and mis-
match both covered under the subheading “Variability” in Chapter 2. Also in Chapter 1, the increasingly
important role of simulation in the early phases of analog design is reflected by relating MOS parameters to
the results of practical simulations. Simulation examples have been added throughout the text, particularly in
the early chapters. Circuits and architectures whose fundamental importance have emerged over the past
decade have been added such as voltage regulators (in Chapter 7) and the 1.5-bit-per-stage pipelined A/D con-
verter (in Chapter 17). New circuit topologies specifically suited to low-voltage operation are presented, such
as a low-voltage bandgap reference circuit in Chapter 7. Nonlinearity and dynamic range are now presented in
Chapter 9 alongside noise, highlighting their fundamental interrelationship. New study problems have been
added throughout the text and numerical examples have been updated to reflect the realities of modern fabri-
cation technologies.

This edition has also been updated to accommodate today’s varying pedagogical approaches toward the teaching of
bipolar devices and circuits. Material on bipolar devices and circuits, which was scattered over several chapters of the first
edition, has been combined into Chapter 8 of this edition. The reorganization permits undergraduate-level instructors and
readers to either incorporate or omit the material at their discretion. In the later chapters, readers are assumed to have experi-
ence with analog design, hence bipolar and BICMOS circuits are presented alongside CMOS circuits, as in the first edition.

Finally, Chapter 19 on phase-locked loops (PLLs) has been rewritten. When the first edition was released, it was
one of the first analog circuit texts to elucidate the design of integrated circuit PLLs. Today, fully-integrated PLLs have
become a basic building block of both analog and mostly-digital integrated circuits. As such, the material has become
standard fare at the graduate level, and increasingly at the undergraduate level too. Chapter 19 now provides a thorough
treatment of jitter and phase noise, major performance metrics in the design of modern PLLs and clocked systems.

INTENDED AUDIENCE

This book is intended for use as a senior-undergraduate and graduate-level textbook, and as a reference for practicing
engineers. To appreciate the material in this book, it is expected that the reader has had at least one basic introductory
course in electronics. Specifically, the reader should be familiar with the concept of small-signal analysis and have been
exposed to basic transistor circuits. In addition, the reader should be have been exposed to Fourier and Laplace trans-
forms. Some prior knowledge of discrete-time signal processing is important for the later chapters. Although all of these
topics are reviewed, background in these areas will benefit the reader significantly.

The chapters of this book have intentionally been made mostly independent so that some chapters can be cov-
ered while others are skipped. Also, it has been found to be very easy to change the order of presentation. For
example, if readers have a good modelling background they might skip Chapter 1, and if their discrete-time
knowledge is good Chapter 13 might he assigned only as review. We believe that such flexibility is essential in
presenting textbooks for the later years of study.

The material in this book can be used for a few courses. A second undergraduate course in electronics typi-
cally has frequency response and feedback, as its major topics. For such a course, Chapters 1, 3, 4 and 5 may be
assigned. Some advanced modeling from Chapter 1 may be omitted and replaced with selected topics from Chap-
ters 2 and 6 at the instructor’s discretion. A senior-level undergraduate course in analog integrated circuits assigns
Chapters 1, 2, 6, and 7, with Chapters 3—5 serving as a useful reference for those students requiring extra review.
Chapter 8 may be included in any course that covers bipolar processing and devices.

A senior undergraduate or entry-level graduate course on analog signal processing may use Chapters 9—14.
A graduate-level course on data converters will focus upon Chapters 15—18, drawing upon the earlier chapters as
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needed for supplementary material. Finally, Chapter 19 may be used for a graduate level course on phase locked
loops. Naturally there is considerable variability in the specific readings assigned by different instructors, partic-
ularly at the graduate level. This variability is recognized in the basic organization of the book.

A secondary audience for this book includes recently graduated electrical engineers who wish to rapidly
increase their knowledge of modern analog circuit design techniques. In fact, much of the material covered in this
text was originally taught and refined over many years in popular short courses offered to working engineers who
realized the importance of upgrading their knowledge in analog circuit design. For this audience, we have put
effort into highlighting the most important considerations when designing the various circuits. We have also tried
to include modern, well-designed examples and references to primary sources for further study.

TEXT OUTLINE

Analog integrated circuits are critical blocks that permeate complex electronic systems. Analog circuits inevitably
arise whenever those systems must interact with the analog world of sensors or actuators (including antennas,
cameras, microphones, speakers, displays, lighting, motors, and many others), and when they must communicate
using anything but the most rudimentary digital signals. A typical system is illustrated in the figure. The blocks
covered in some detail in this text are highlighted, and the corresponding chapters referenced. Chapters describing
the design of amplifiers, and all chapters not explicitly referenced in the figure, are foundational and relevant to
the implementation of many analog and mixed-signal systems. The table of contents provides a catalog of the
book’s main topics. What follows here is a very brief summary of each chapter.

In Chapter 1, the basic physical behavior and modelling of diodes, MOS transistors, and integrated circuit
capacitors and resistors are covered. Here, many of the modelling equations are derived to give the reader some
appreciation of model parameters and how they are affected by processes parameters. Diode and MOSFET mod-
els are summarized in a table format for quick reference.

In Chapter 2, issues associated with the manufacturing of an integrated circuit are discussed. Emphasis is
placed on CMOS fabrication. In addition to the provided background, issues that are of particular importance to
analog designers are emphasized, such as variability (including random mismatch) layout rules and best practices.
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Fundamental building blocks of analog integrated circuits are discussed in Chapter—3, specifically, MOS cur-
rent mirrors and single-stage amplifiers, concluding with the basic MOS differential pair. A point to note here is
that only active-load amplifiers are considered since these are prevalent in integrated circuits.

Chapter 4 provides an introductory view of the frequency response of electronic circuits. It begins with fun-
damental material on frequency response, establishing definitions and notation for the following chapters. Then,
the frequency response of elementary CMOS analog building blocks is presented. Along the way, fundamental
topics are presented including the Miller effect and the method of zero-value time-constants.

Feedback amplifiers are introduced in Chapter 5. Loop gain and phase margin are defined. Basic concepts are
illustrated using generic analyses of first- and second-order feedback systems. At the end of the chapter, the anal-
ysis is applied to common CMOS feedback circuits.

In Chapter 6, the fundamental principles of basic opamp design are presented. To illustrate many of these
principles, the design of a classic two-stage CMOS opamp is first thoroughly discussed. Proper biasing and device
sizing strategies are covered. Compensation is introduced and a systematic procedure for compensation is
described. Then, advanced current-mirror approaches are discussed, followed by two opamps that make use of
them: the folded-cascode and current mirror opamps. Finally, fully differential opamps are presented, as they are
used in many modern industrial applications where high speed and low noise are important considerations.

Biasing, reference, and regulators are presented in Chapter 7. Any reader that wishes to design a real and
complete opamp circuit should be aware of the attendant issues covered here. The later sections on bandgap refer-
ences and voltage regulators may not be essential to all readers.

Chapter 8 provides a comprehensive summary of bipolar devices and circuits. It includes the basics of
device modeling, fabrication, and fundamental circuit blocks such as current mirrors and gain stages. The
reader may wish to read sections of this chapter alongside the corresponding material for MOS transistors
presented in Chapters 1-7.

Noise analysis and modelling and linearity are discussed in Chapter 9. Here, we assume the reader has not previ-
ously been exposed to random-signal analysis, and thus basic concepts in analyzing random signals are first pre-
sented. Noise models are then presented for basic circuit elements. A variety of circuits are analyzed from a noise
perspective giving the reader some experience in noise analysis. Finally, the concept of dynamic range is introduced
as a fundamental specification of most any analog circuit, and the basic measures of linearity are defined.

In Chapter 7, comparator design is discussed. Comparators are perhaps the second most common analog
building block after opamps. Here, the practical limitations of comparators are described as well as circuit tech-
niques to improve performance. In addition, examples of modern high-speed comparators are presented.

In Chapter 11, some additional analog building blocks are covered. Specifically, sample-and-hold circuits and
translinear gain and multiplier circuits are presented. By the end of this chapter, all the main analog building
blocks have been covered (with the possible exception of voltage-controlled oscillators) and the remaining mate-
rial in the text deals with more system-level analog considerations.

Continuous-time filters are the focus of Chapter 12. After a brief introduction to first- and second-order fil-
ters, transconductance-C filters are described. CMOS, bipolar, and BICMOS approaches are covered. Active-RC
filters are then presented, followed by some tuning approaches. Finally, a brief introduction to complex analog
signal processing and complex filters is included.

The basics of discrete-time signals and filters are presented in Chapter 13. This material is essential for
understanding the operation of many analog circuits such as switched-capacitor filters and oversampling convert-
ers. The approach taken here is to show the close relationship between the Z-transform and the Laplace transform,
thereby building on the reader’s experience in the continuous-time domain.

In Chapter 14, the basics of switched-capacitor circuits are described. Switched-capacitor techniques are a common
approach for realizing integrated filters due to their high degree of accuracy and linearity. The chapter concludes with a
description of other switched-capacitor circuits. such as gain stages, modulators, and voltage-controlled oscillators.

In Chapter 15, the fundamentals of data converters are presented. Ideal converters and the properties of quan-
tization noise are discussed first. Signed codes are then presented, and the chapter concludes with a discussion of
performance limitations and metrics.
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Popular Nyquist-rate D/A architectures are discussed in Chapter 16 and various approaches for realizing
Nyquist-rate A/D converters are described in Chapter 17. The importance of data converters cannot be overem-
phasized in today’s largely digital world, and these two chapters discuss the main advantages and design issues of
many modern approaches.

Oversampling conveners are presented separately in Chapter 18 due to the large amount of signalprocessing
concepts needed to properly describe these converters. Here, digital issues (such as decimation filters) are also
presented since good overall system knowledge is needed to properly design these types of converters. In addition,
practical issues and advanced approaches (such as the use of bandpass and multibit converters) are also discussed.
This chapter concludes with a third-order A/D converter example.

Finally, the text concludes with phase-locked loops (PLLs) in Chapter 19. The chapter first provides a big-
picture overview of PLLs. A more rigorous treatment follows, including small-signal analysis and noise analysis
in both the time domain (jitter) and frequency domain (phase noise). Performance metrics and design procedures
are included.

USING THE BOOK AND WEBSITE

SPICE simulation examples are an important feature of the book. Passages annotated with the boxed
icon shown here indicate that a SPICE simulation may be performed either as an essential part of the
problem, or to corroborate the results of a hand analysis. Many of the problems and examples in this

book rely upon the fictitious CMOS process technologies whose parameters are summarized in Table
1.5. SPICE model files corresponding to each of these fictitious technologies are provided on the com-
panion website, www.analogicdesign.com. Also there are many netlists that may be used for the simulations.
The results they provide should roughly corroborate hand analyses performed using the parameters in Table 1.5.
However, simulation results never provide precise agreement. In fact, simulated results may differ from the
results of a hand analysis by as much as 50%! This is a reality of analog design, and the SPICE examples in this
book are no exception. This is, of itself, a valuable lesson to the student of analog design. It illustrates, through
practice, those tasks to which hand analysis and simulation are best suited.

End-of-chapter p.roblems are organize(.l by the subsection to which.tl.ley Key Point: Key points throughout
pertain. For example, if one wishes to practice only those problems pertaining | ;4. rext are emphasized using sepa-
to current mirror opamps, one may proceed directly to Section 6.11.5. rate highlighted boxes in the mar-

Key points throughout the text are emphasized using highlighted boxes | gins. These key points are collected
in the margins, as shown here. These key points are collected and listed at the | and listed at the end of each chapter
end of each chapter. as a study aid.
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CHAPTER

1 Integrated-Circuit
Devices and Modelling

In this chapter, both the operation and modelling of semiconductor devices are described. Although it is possible
to do simple integrated-circuit design with a basic knowledge of semiconductor device modelling, for state-of-the-
art design, an in-depth understanding of the second-order effects of device operation and their modelling is
considered critical.

It is assumed that most readers have been introduced to transistors and their basic modelling in a previous
course. Thus, fundamental semiconductor concepts are only briefly reviewed. Section 1.1 describes pn junctions (or
diodes). This section is important in understanding the parasitic capacitances in many device models, such as junc-
tion capacitances. Section 1.2 covers the basics of MOS transistors and modelling. A summary of device models and
important equations is presented in Section 1.3. This summary is particularly useful for a reader who already has a
good background in transistor modelling, in which case the summary can be used to follow the notation used
throughout the remainder of this book. Advanced MOS modelling is treated in Section 1.4, including behavior not
covered by a simple square-law voltage—current relationship. It should be noted that all sections on MOS devices rely
to some degree on the material previously presented in Section 1.1, in which depletion capacitance is covered. In
addition, a brief description is given of the most important process-related parameters used in SPICE modelling in
Section 1.5. Since passive devices are often required for analog design, the most common passives on integrated cir-
cuits are described in Section 1.6. Finally, this chapter concludes with an Appendix containing derivations of the
more physically-based device equations.

1.1 SEMICONDUCTORS AND pn JUNCTIONS

A semiconductor is a crystal lattice structure that can have free electrons (which are negative carriers) and/or free
holes (which are an absence of electrons and are equivalent to positive carriers). The type of semiconductor typically
used is silicon, an abundant element found, for example, in high concentrations in sand. This material has a valence of
four, implying that each atom has four electrons to share with neighboring atoms when forming the covalent bonds of
the crystal lattice. Intrinsic silicon (i.e., undoped silicon) is a very pure crystal structure that has equal numbers of free
electrons and holes. These free carriers are those electrons that have gained enough energy due to thermal agitation to
escape their bonds, and the resulting holes that they leave behind. At room temperature, there are approximately
1.1 x 10" carriers of each type per cm®, or equivalently n, = 1.1 x 10'® carriers/m?, defined as the carrier concen-
tration of intrinsic silicon. The number of carriers approximately doubles for every 11 °C increase in temperature.
If one dopes silicon with a pentavalent impurity (i.e., atoms of an element having a valence of five, or equiv-
alently five electrons in the outer shell, available when bonding with neighboring atoms), there will be almost one
extra free electron for every impurity atom.! These free electrons can be used to conduct current. A pentavalent

1. In fact, there will be slightly fewer mobile carriers than the number of impurity atoms since some of the free electrons from the
dopants have recombined with holes. However, since the number of holes of intrinsic silicon is much less than typical doping
concentrations, this inaccuracy is small.
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impurity is said to donate free electrons to the silicon crystal, and thus the impurity is known as a donor. Examples
of donor elements are phosphorus, P, and arsenic, As. These impurities are also called n-type dopants since the
free carriers resulting from their use have negative charge. When an n-type impurity is used, the total number of
negative carriers or electrons is almost the same as the doping concentration, and is much greater than the number
of free electrons in intrinsic silicon. In other words,

nn = N D ( 1 . 1 )
where n, denotes the free-electron concentration in n-type material and Np is the doping concentration (with the

subscript D denoting donor). On the other hand, the number of free holes in Nn-doped material will be much less
than the number of holes in intrinsic silicon and can be shown [Sze, 1981] to be given by

2
n:

b, = L (12)
No

Similarly, if one dopes silicon with atoms that have a valence of three, for example, boron (B), the con-
centration of positive carriers or holes will be approximately equal to the acceptor concentration, N,

Pp = Na (1.3)

and the number of negative carriers in the p-type silicon, n,, is given by

n, = — (1.4)

EXAMPLE 1.1

Intrinsic silicon is doped with boron at a concentration of 10?° atoms/m>. At room temperature, what are the con-
centrations of holes and electrons in the resulting doped silicon? Assume that n; = 1.1 x 10'® carriers/m’.
Solution

The hole concentration, p,, will approximately equal the doping concentration (p, = Na = 10” holes/m’). The
electron concentration is found from (1.4) to be

_ (11x10")°

- = 1.2 x 10° electrons/m’ (1.5)
10

Such doped silicon is referred to as p-type since it has many more free holes than free electrons.

1.1.1 Diodes

To realize a diode, also called a pn junction, one part of a semiconductor is doped n-type and an adjacent part is
doped p-type, as shown in Fig. 1.1. The diode, or junction, is formed between the p* region and the n region,
where superscripts are used to indicate the relative doping levels. For example, the p~ bulk region in Fig. 1.1
might have an impurity concentration of 5 x 10 carriers/m?, whereas the p* and n* regions would be doped more
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Anode Cathode

Anode

Cathode

pn junction p~ Bulk

Fig. 1.1 A cross section of a pn diode.

heavily to a value around 10% to 10?7 carriers/m>.% Also, note that the metal contacts to the diode (in this case, alumi-
num) are connected to heavily doped regions, otherwise a Schottky diode would form. (Schottky diodes are dis-
cussed on page 13.) Thus, in order not to make a Schottky diode, the connection to the n region is actually made
via the n* region.

In the p* side, a large number of free positive carriers

are available, whereas in the n side, many free negative Electric

carriers are available. The holes in the p* side will tend to field

disperse or diffuse into the n side, whereas the free elec-

trons in the n side will tend to diffuse to the p* side. This -+ + +
process is very similar to two gases randomly diffusing - —

together. This diffusion lowers the concentration of free ——|ttt
carriers in the region between the two sides. As the two p* 3_ ++ + n

N

electron that diffuses from the n side to the p side leaves -
behind a bound positive charge close to the transition — |ttt \
p g
region. Similarly, every hole that diffuses from the p side Immobﬁe \/—/ Immobile
leaves behind a bound electron near the transition region. negative Depletion positive
The end result is shown in Fig. 1.2. This diffusion of free charge region charge
carriers creates a depletion region at the junction of the
two sides where no free carriers exist, and which has a net
negative charge on the p* side and a net positive charge on
the n side. The total amount of exposed or bound charge
on the two sides of the junction must be equal for charge
neutrality. This requirement causes the depletion region to
extend farther into the more lightly doped n side than into
the p* side.

As these bound charges are exposed, an electric field develops going from the n side to the p* side. This elec-
tric field gives rise to a potential difference between the n and p* sides, called the built-in voltage of the junction.
It opposes the diffusion of free carriers until there is no net movement of charge under open-circuit and steady-
state conditions. The built-in voltage of an open-circuit pn junction is [Sze 1981]

NAND)

n;

types of carriers diffuse together, they recombine. Every /

Fig. 1.2 A simplified model of a diode.
Note that a depletion region exists af the
junction due to diffusion and extends far-
ther into the more lightly doped side.

(DO =VT ln( (16)

2. For reference, there are roughly 5 x 10*® atoms/m? in pure crystalline silicon.
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where
_ KT
q

Vr (1.7)

T is the temperature in degrees Kelvin (= 300 °K at room temperature), k is Boltzmann’s constant
(138 x 107 JK™"), and q is the charge of an electron (1.602 x 10~ C). At room temperature, V; is approxi-
mately 26 mV.

EXAMPLE 1.2

A pn junction has N, = 10” holes/m’ and Np = 107 electrons/m’. What is the built-in junction potential?
Assume thatn; = 1.1 x 10" carriers/m’.

Solution

Using (1.6), we obtain

10* x 10*

@, = 0.026 x In = 089V (1.8)
(1.1 x 10"’

This is a typical value for the built-in potential of a junction with one side heavily doped. As an approximation, we
will normally use @, = 0.9 V for the built-in potential of a junction having one side heavily doped.

1.1.2 Reverse-Biased Diodes

A silicon diode having an anode-to-cathode (i.e., p side to n side) voltage of 0.4 V or less will not be conduct-
ing appreciable current. In this case, it is said to be reverse-biased. 1f a diode is reverse-biased, current flow is
primarily due to thermally generated carriers in the depletion region, and it is extremely small. Although this
reverse-biased current is only weakly dependent on the applied voltage, the reverse-biased c urrent is directly
proportional to the area of the diode junction. However, an effect that should not be ignored, particularly at high
frequencies, is the junction capacitance of a diode. In reverse-biased diodes, this junction capacitance is due to
varying charge storage in the depletion regions and is modelled as a depletion capacitance.

To determine the depletion capacitance, we first state the relationship between the depletion widths and the
applied reverse voltage, Vg [Sze, 1981].

. - |:2K380(CD0+VR) N, T” (1.9)
q Np (N, + Np)
1/2
. - [2K580(®0+VR) No } (1.10)
q NA(N, + Np)

Here, &, is the permittivity of free space (equal to 8.854 x 10™"* F/m), Vj is the reverse-bias voltage of the diode,
and K is the relative permittivity of silicon (equal to 11.8). These equations assume an abrupt junction where the
doping changes instantly from the n to the p side. Modifications to these equations for graded junctions are treated
in the next section.
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From the above equations, we see that if one side of the junction is more heavily doped than the other, the
depletion region will extend mostly on the lightly doped side. For example, if N5 >> N (i.e., if the p region is
more heavily doped), we can approximate (1.9) and (1.10) as

= [2K:;80(CDO"'VFe)T/ZXp ~ |:2KSSO(CDO+VR)ND:|]/2 (1.11)
aNp qu\
Indeed, for this case
Xy o Na (1.12)
X, Np

This special case is called a single-sided diode.

EXAMPLE 1.3

For a pn junction having N, = 10” holes/m” and Np = 107 electrons/m’, what are the depletion region
depths for a 1-V reverse-bias voltage?

Solution
Since N, >> Ny and we already have found in Example 1.2 that ®, = 0.9 V, we can use (1.11) to find

~12 1/2
. = [2x 11.8 x 8.854 x 107 x 1.9} _ 050 um (1.13)
1.6 x 107 x 10”
Xn
Xp = ———— = 0.50 nm (1.14)
(NA/Np)

Note that the depletion region width in the lightly doped n region is 1,000 times greater than that in the more heav-
ily doped p region.

The charge stored in the depletion region, per unit cross-sectional area, is found by multiplying the depletion
region width by the concentration of the immobile charge (which is approximately equal to q times the impurity
doping density). For example, on the n side, we find the charge in the depletion region to be given by multiplying
(1.9) by gNp, resulting in

1/2
Q' = [ZqKsao((Do+VR) NaNp }

1.15
T (1.15)

This amount of charge must also equal Q™ on the p side since there is charge equality. In the case of a single-sided
diode when Np >> Np, we have

Q = Q" = [29K.eo(D, + Vr)Np]'? (1.16)
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Note that this result is independent of the impurity concentration on the heav-

Key Point: The charge—
4 o ily doped side. Thus, we see from the above relation that the charge stored in

voltage relationship of a

reverse-biased pn junction the depletion region is nonlinearly dependent on the applied reverse-bias volt-
is modeled by a nonlinear age. This charge—voltage relationship is modelled by a nonlinear depletion
depletion capacitance. capacitance.

For small changes in the reverse-biased junction voltage, about a bias volt-
age, we can find an equivalent small-signal capacitance, C;, by differentiating
(1.15) with respect to V. Such a differentiation results in

c =99 _ [ qKseo  NaNo T/z - S (1.17)

dVpg 2(®y+ Va)Na+ Ny /\/7\/R
1+—
D,

where Cy is the depletion capacitance per unit area at Ve = 0 and is given by

Cjo - qngo NAND (118)
2(1)0 NA+ ND

In the case of a one-sided diode with N >> Np, we have

qKseNp _ i0 (1.19)

|: 1/2
=
2(®,+ V }
( 0 R) 14+ V_R
N D
Cj = aKs&No (1.20)
N 20,

It should be noted that many of the junctions encountered in integrated circuits are one-sided junctions with
the lightly doped side being the substrate or sometimes what is called the well. The more heavily doped side is
often used to form a contact to interconnecting metal. From (1.20), we see that, for these one-sided junctions, the
depletion capacitance is approximately independent of the doping concentration on the heavily doped side, and is
proportional to the square root of the doping concentration of the more lightly doped side. Thus, smaller depletion
capacitances are obtained for more lightly doped substrates—a strong incentive to strive for lightly doped
substrates.

Finally, note that by combining (1.15) and (1.18), we can express the equation for the immobile charge on

either side of a reverse-biased junction as
Vs
Q = 2CD, 1+ (1.21)
D,

As seen in Example 1.6, this equation is useful when one is approximating the large-signal charging (or discharg-
ing) time for a reverse-biased diode.

where now
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EXAMPLE 1.4

Forapn junctionhaving N, = 10” holes/m”and Np = 107 electrons/m’, what is the total zero-bias depletion
capacitance foradiode ofarea 10 um x 10 um? Whatisits depletion capacitance fora 3-V reverse-bias voltage?

Solution
Making use of (1.20), we have

1o 12 2
o - /\/1,6>< 10" x 118 x8854x 10 " x 107 _ 30 5 by (1.22)

jo =
2x0.9

Since the diode area is 100 x 107'> m?, the total zero-bias depletion capacitance is
Crjo = 100 x 1072 x 304.7x 10 = 30.5 fF (1.23)
At a 3-V reverse-bias voltage, we have from (1.19)

Cr= 205 _ 47 (1.24)

1459)

We see a decrease in junction capacitance as the width of the depletion region is increased.

1.1.3 Graded Junctions

All of the above equations assumed an abrupt junction where the doping concentration changes quickly
from p to n over a small distance. Although this is a good approximation for many integrated circuits, it is
not always so. For example, the collector-to-base junction of a bipolar transistor is most commonly real-
ized as a graded junction. In the case of graded junctions, the exponent 1/2 in (1.15) is inaccurate, and an
exponent closer to unity is more accurate, perhaps 0.6 to 0.7. Thus, for graded junctions, (1.15) is typically
written as

NAND :|l—mj

Q= [2qngo(q>o+vR)N (1.25)

a+Np

where m; is a constant that depends upon the doping profile. For example, a linearly graded junction hasm; = 1/3.
Differentiating (1.25) to find the depletion capacitance, we have

l—lTIJ
C = —mj)[ZqKSs0 NANo } !

- (1.26)
NA+ ND ((Do"' VR) i
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This depletion capacitance can also be written as

C = T (1.27)
(1+2)"
Dy
where
1-m
Cy = (I _m,.)[quss0 NANo } L (1.28)
NA+ ND (DOmJ

From (1.27), we see that a graded junction results in a depletion capacitance that is less dependent on Vg
than the equivalent capacitance in an abrupt junction. In other words, since m is less than 0.5, the depletion
capacitance for a graded junction is more linear than that for an abrupt junction. Correspondingly, increasing
the reverse-bias voltage for a graded junction is not as effective in reducing the depletion capacitance as it is for
an abrupt junction.

Finally, as in the case of an abrupt junction, the depletion charge on either side of the junction can also be
written as

l—mi
C, 1 Va
Q= —J°—q>0[ + J (1.29)
I-m; @

EXAMPLE 1.5

Repeat Example 1.4 for a graded junction with m; = 0.4.

Solution

Noting once again that Ny >> Np, we approximate (1.28) as

-m 1
Cy = (1-m)[20KseNo] "'— (1.30)

resulting in
Ci = 81.5 uF/m’ (1.31)

which, when multiplied by the diode’s area of 10 pm x 10 pum, results in

CT-jO B 81 fF (132)
For a 3-V reverse-bias voltage, we have
8.1fF

Cr, = —3IF 45 (1.33)
™ (143709
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1.1.4 Large-Signal Junction Capacitance

The equations for the junction capacitance given above are only valid for small changes in the reverse-bias voltage.
This limitation is due to the fact that C; depends on the size of the reverse-bias voltage instead of being a constant.
As a result, it is extremely difficult and time consuming to accurately take this nonlinear capacitance into account
when calculating the time to charge or discharge a junction over a large voltage change. A commonly used approx-
imation when analyzing the transient response for large voltage changes is to use an average size for the junction
capacitance by calculating the junction capacitance at the two extremes of the reverse-bias voltage. Unfortunately,
a problem with this approach is that when the diode is forward biased with Vg = —®,, equation (1.17) “blows up”
(i.e., is equal to infinity). To circumvent this problem, one can instead calculate the charge stored in the junction for
the two extreme values of applied voltage (through the use of (1.21)), and then through the use of Q = CV,
calculate the average capacitance according to

_ Q) -QY))

Cj-av
V, -V,

(1.34)

where V, and V, are the two voltage extremes [Hodges, 1988].
From (1.21), for an abrupt junction with reverse-bias voltage V,;, we have

Q(V) = 2C@, |1+ Vi (1.35)
@,
(/1+V2— /l+&)
D, Dy
V,-V,

Therefore,

Ciav = 2C;,®, (1.36)

EXAMPLE 1.6

For the circuit shown in Fig. 1.3, where a reverse-biased diode is being charged from 0V to 1V, through a
10-kQ) resistor, calculate the time required to charge the diode from 0 V to 0.7V. Assume that
Cy=02 fF/(um)’ and that the diode has an area of 20 um x 5 pm. Compare your answer to that obtained using
SPICE. Repeat the question for the case of the diode being discharged from 1 V to 0.3 V.
Solution
For the special case of V, = 0V and V, = 1V, and using ®, = 0.9 V in equation (1.36) we find that

Ciav = 0.815C;, (1.37)
Thus, as a rough approximation to quickly estimate the charging time of a junction capacitance from 0 Vto 1 V
(or vice versa), one can use

Ciav = 0.8Cy (1.38)

The total small-signal capacitance of the junction at 0-V bias voltage is obtained by multiplying 0.2 fF/( pm)2 by
the junction area to obtain

Crjo = 02x10°x20x5 = 0.02 pF (1.39)
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R =10 kQ
IR Vin o——AN . o Vou
20 pm x5 pm
oV =0
- = Cj0 = 0.2 fF/(um)’
(a)
R = 10 kQ
Vin O '\/\, l O Vout
Ceq = 0.016 pF
Fig. 1.3 (a) The circuit used in :ITZ
Example 1.6; (b) its RC approximate
equivalent. (b)
Using (1.37), we have
Crjav = 0.815x0.02 = 0.016 pF (1.40)
resulting in a time constant of
t = RC,, = 0.16 ns (1.41)

It is not difficult to show that the time it takes for a first-order circuit to rise (or fall) 70 percent of its final value is
equal to 1.271. Thus, in this case,

to, = 1.21 = 0.20 ns (1.42)

SPICE! Refer 10 As a check, the circuit of Fig. 1.3(a) was analyzed using SPICE. The SPICE simula-
" the book web site tion gave a 0-V to 0.7-V rise time of 0.21 nsand a 1-V to 0.3-V fall time of 0.19 ns, in

for a netlist. general agreement with the 0.20 ns predicted. The reason for the different values of
the rise and fall times is the nonlinearity of the junction capacitance. For smaller bias
voltages it is larger than that predicted by (1.37), whereas for larger bias voltages it is
smaller. Normally, the extra accuracy that results from performing a more accurate analysis is not worth the extra

complication because one seldom knows the value of Cjo to better than 20 percent accuracy.

1.1.5 Forward-Biased Junctions

A positive voltage applied from the p side to the n side of a diode reduces the electric field opposing the
diffusion of the free carriers across the depletion region. It also reduces the width of the depletion region. If this
forward-bias voltage is large enough, the carriers will start to diffuse across the junction, resulting in a current
flow from the anode to the cathode. For silicon, appreciable diode current starts to occur for a forward-bias
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voltage around 0.5 V. For germanium and gallium arsenide semiconductor materials, current conduction starts
to occur around 0.3 V and 0.9 V, respectively.

When the junction potential is sufficiently lowered for conduction to occur, the carriers diffuse across
the junction due to the large gradient in the mobile carrier concentrations. Note that there are more carriers
diffusing from the heavily doped side to the lightly doped side than from the lightly doped side to the heavily
doped side.

After the carriers cross the depletion region, they greatly increase the minority charge at the edge of the
depletion region. These minority carriers will diffuse away from the junction toward the bulk. As they diffuse,
they recombine with the majority carriers, thereby decreasing their concentration. This concentration gradient of
the minority charge (which decreases the farther one gets from the junction) is responsible for the current flow
near the junction.

The majority carriers that recombine with the diffusing minority carriers come from the metal contacts at the
junctions because of the forward-bias voltage. These majority carriers flow across the bulk, from the contacts to
the junction, due to an electric field applied across the bulk. This current flow is called drift. It results in small
potential drops across the bulk, especially in the lightly doped side. Typical values of this voltage drop might be
50 mV to 0.1 V, depending primarily on the doping concentration of the lightly doped side, the distance from the
contacts to the junction, and the cross-sectional area of the junction.

In the forward-bias region, the current—voltage relationship is exponential and can be shown (see Appendix) to be

Vp/V:
ID=ISGD T

(1.43)

where Vj, is the voltage applied across the diode and

Ig o AD[L + le (1.44)
N, N

14 is known as the scale current and is seen to be proportional to the area of the diode junction, Ap, and inversely
proportional to the doping concentrations.

1.1.6 Junction Capacitance of Forward-Biased Diode

When a junction changes from reverse biased (with little current through it) to forward biased (with significant
current flow across it), the charge being stored near and across the junction changes. Part of the change in charge
is due to the change in the width of the depletion region and therefore the amount of immobile charge stored in it.
This change in charge is modelled by the depletion capacitance, C;, similar to when the junction is reverse biased.
An additional change in charge storage is necessary to account for the change of the minority carrier concentration
close to the junction required for the diffusion current to exist. For example, if a forward-biased diode current is to
double, then the slopes of the minority charge storage at the diode junction edges must double, and this, in turn,
implies that the minority charge storage must double. This component is modelled by another capacitance, called
the diffusion capacitance, and denoted Cy.
The diffusion capacitance can be shown (see Appendix) to be

I

Cd = TTVT

(1.45)

where T+ is the transit time of the diode. Normally T+ is specified for a given technology, so that one can calculate
the diffusion capacitance. Note that the diffusion capac itance of a forward-biased junction is proportional to the
diode current.
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The total capacitance of the forward-biased junction is the sum of the diffusion capacitance, Cy, and the
depletion capacitance, G;. Thus, the total junction capacitance is given by

CT = Cd + Ci (146)

For a forward-biased junction, the depletion capacitance, Cj, can be roughly approximated by 2Cj,. The accuracy
of this approximation is not critical since the diffusion capacitance is typically much larger than the depletion
capacitance.

Finally, it should be mentioned that as a diode is turned off for a short period of time a current will flow in the
negative direction until the minority charge is removed. This behavior does not occur in Schottky diodes since
they do not have minority charge storage.

1.1.7 Small-Signal Model of a Forward-Biased Diode

A small-signal equivalent model for a forward-biased diode is shown in
I Fig. 1.4. A resistor, ry, models the change in the diode voltage, Vp, that
l occurs when I changes. Using (1.43), we have
Vp/Vp
nS G Cy== 1_dh e’ L (1.47)
T I’d dVD VT VT
l This resistance is called the incremental resistance of the diode. For
very accurate modelling, it is sometimes necessary to add the series

resistance due to the bulk and also the resistance associated with the
contacts. Typical values for the contact resistance (caused by the work-
function® difference between metal and silicon) might be 20 Q to
40 Q.

By combining (1.45) and (1.47), we see that an alternative equation for the diffusion capacitance, Cg, is

Fig. 1.4 The small-signal model
for a forward-biased junction.

Co= 4 (1.48)
Fg

Since for moderate forward-bias currents, C4 >> C,, the total small-signal capacitance is C; = Cgq, and

I’dCT = T7 (149)
Thus, for charging or discharging a forward-biased junction with a current source having an impedance much
larger than ry, the time constant of the charging is approximately equal to the transit time of the diode and is inde-

pendent of the diode current. For smaller diode currents, where C; becomes important, the charging or discharging
time constant of the circuit becomes larger than 7.

EXAMPLE 1.7

A given diode has a transit time of 100 ps and is biased at 1 mA . What are the values of its small-signal resis-
tance and diffusion capacitance? Assume room temperature, so that V; = kT/q = 26 mV.

3. The work-function of a material is defined as the minimum energy required to remove an electron at the Fermi level to the outside
vacuum region.
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Solution
We have
= Yr_2mV_ 560
Ip 1 mA
and

Co=1=1%0ps _35,p
260

Note that this diffusion capacitance is over 100 times larger than the total depletion capacitance found in Exam-
ples 1.4 and 1.5.

1.1.8 Schottky Diodes

A different type of diode, one sometimes used in microcircuit design, is realized by contacting metal to a lightly
doped semiconductor region (rather than a heavily doped region) as shown in Fig. 1.5. Notice that the aluminum
anode is in direct contact with a relatively lightly doped n~ region. Because the n™ region is relatively lightly
doped, the work-function difference between the aluminum contact and the n™ silicon is larger than would be the
case for aluminum contacting to an n* region, as occurs at the cathode. This causes a depletion region and, corre-
spondingly, a diode to occur at the interface between the aluminum anode and the n” silicon region. This diode has
different characteristics than a normal pn junction diode. First, its voltage drop when forward biased is smaller.
This voltage drop is dependent on the metal used; for aluminum it might be around 0.5 V. More importantly, when
the diode is forward biased, there is no minority-charge storage in the lightly doped n™ region. Thus, the small-sig-
nal model of a forward-biased Schottky diode has C4 = 0 (with reference to Fig. 1.4). The absence of this diffu-
sion capacitance makes the diode much faster. It is particularly faster when turning off, because it is not necessary
to remove the minority charge first. Rather, it is only necessary to discharge the depletion capacitance through
about 0.2 V.

Schottky diodes have been used extensively in bipolar logic circuits. They are also used in a number of high-
speed analog circuits, particularly those realized in gallium arsenide (GaAs) technologies, rather than silicon
technologies.

Anode Al Cathode

Anode

Cathode

Schottky diode P Bulk
depletion region

Fig. 1.5 A cross section of a Schottky diode.
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1.2 MOS TRANSISTORS

Presently, the most popular technology for realizing microcircuits makes use of MOS transistors. Unlike most bipolar
junction transistor (BJT) technologies, which make dominant use of only one type of transistor (npn transistors in
the case of BJT processes*), MOS circuits normally use two complementary types of transistors—n-channel
and p-channel. While n-channel devices conduct with a positive gate voltage, p-channel devices conduct with a
negative gate voltage. Moreover, electrons are used to conduct current in N-channel transistors, while holes are used
in p-channel transistors. Microcircuits containing both n-channel and p-channel transistors are called CMOS circuits,
for complementary MOS. The acronym MOS stands for metal-oxide semiconductor, which historically denoted the
gate, insulator, and channel region materials, respectively. However, most present CMOS technologies utilize poly-
silicon gates rather than metal gates.

Before CMOS technology became widely available, most MOS processes made use of only n-channel
transistors (NMOS). However, often two different types of n-channel transistors could be realized. One type,
enhancement N-channel transistors, is similar to the n-channel transistors realized in CMOS technologies.
Enhancement transistors require a positive gate-to-source voltage to conduct current. The other type, depletion
transistors, conduct current with a gate-source voltage of 0 V. Depletion transistors were used to create high-
impedance loads in NMOS logic gates.

A typical cross section of an n-channel enhancement-type MOS transistor is
shown in Fig. 1.6. With no voltage applied to the gate, the n’ source and drain
regions are separated by the p~ substrate. The distance between the drain and the

Key Point: The source
terminal of an n-channel
transistor is defined as

whichever of the two termi- source is called the channel length, L. In present MOS technologies, the mini-
nals has a lower voltage. mum channel length may be as small as 28 nm. It should be noted that there is no
For a p-channel transistor, physical difference between the drain and the source.’ The source terminal of an
the source would be the n-channel transistor is defined as whichever of the two terminals has a lower volt-

terminal with the higher

voltage age. For a p-channel transistor, the source would be the terminal with the higher

voltage. When a transistor is turned on, current flows from the drain to the
source in an N-channel transistor and from the source to the drain in a p-channel
transistor. In both cases, the true carriers travel from the source to drain, but the current directions are differ-
ent because n-channel carriers (electrons) are negative, whereas p-channel carriers (holes) are positive.

Polysilicon

Metal (Al) Gate SiO,
Source (o) Drain

: 7,

Bulk or substrate

Fig. 1.6 A cross section of a typical n-channel transistor.

4. Most BJT technologies can also realize low-speed lateral pnp transistors. Normally these would only be used to realize current
sources as they have low gains and poor frequency responses. Recently, bipolar technologies utilizing high-speed vertical pnp transis-
tors, as well as high-speed npn transistors, have become available and are growing in popularity. These technologies are called comple-
mentary bipolar technologies.

5. Large MOS transistors used for power applications are an exception as they might not be realized with symmetric drain and source
junctions.
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The gate is normally realized using polysilicon, which is heavily doped noncrystalline (or amorphous) sili-
con. Polysilicon gates are used (instead of metal) because polysilicon has allowed the dimensions of the transistor
to be realized much more accurately during the patterning of the transistor. This higher geometric accuracy has
resulted in smaller, faster transistors. However, due to the relatively higher resistance of polysilicon, there are con-
tinuous efforts to realize metal gates in CMOS fabrication technologies.

The gate is physically separated from the surface of the silicon by a thin insulator made of silicon dioxide
(SiO,). Thus, the gate is electrically isolated from the channel and affects the channel (and hence, the transistor
current) only through electrostatic (capacitive) coupling. The typical thickness of the SiO, insulator between the
gate and the channel is presently between 1 to 30 nm. Since the gate is electrically isolated from the channel, it
does not conduct appreciable dc current. However, because of the inherent capacitances in MOS transistors, tran-
sient gate currents do exist when gate voltage is quickly changing.

Normally the p~ substrate (or bulk) is connected to the most negative voltage in a microcircuit. In analog cir-
cuits, this might be the negative power supply, and in digital circuits it is normally ground or 0 V. This connection
results in all transistors placed in the substrate being surrounded by reverse-biased junctions, which electrically
isolate the transistors and thereby prevent conduction between the transistor terminals and the substrate (unless, of
course, they are connected together through some other means).

1.2.1 Symbols for MOS Transistors

Many symbols have been used to represent MOS transistors. Figure 1.7 shows some of the symbols that have been
used to represent N-channel MOS transistors. The symbol in Fig. 1.7(a) is often used; note that there is nothing in the
symbol to specify whether the transistor is N-channel or p-channel. A common rule is to assume, when in doubt, that
the transistor is an n-channel transistor. The symbol in Fig. 1.7(a) will be used occasionally in this text when there is
no need to distinguish between the drain and source terminals. Figure 1.7(b) is the most commonly used symbol for
an N-channel transistor in analog design and is used most often throughout this text. An arrow points outward on the
source terminal to indicate that the transistor is N-channel and indicates the direction of current.

MOS transistors are actually four-terminal devices, with the substrate being the fourth terminal. In n-channel
devices, the p~ substrate is normally connected to the most negative voltage in the microcircuit, whereas for
p-channel devices, the N~ substrate is normally connected to the most positive voltage. In these cases the substrate
connection is normally not shown in the symbol. However, for CMOS technologies, at least one of the two types
of transistors will be formed in a well substrate that need not be connected to one of the power supply nodes. For
example, an n-well process would form n-channel transistors in a p~ substrate encompassing the entire microcir-
cuit, while the p-channel transistors would be formed in many separate n-well substrates. In this case, most of the
n-well substrates would be connected to the most positive power supply, while some might be connected to other
nodes in the circuit (often the well is connected to the source of a transistor that is not connected to the power sup-
ply). In these cases, the symbol shown in Fig. 1.7(c¢) can be used to show the substrate connection explicitly. Note
that the arrow points from the p substrate region to the n-channel region, just like the arrow in the diode symbol
which points from the p anode to the n cathode region. It should be noted that this case is not encountered often in
digital circuits and is more common in analog circuits. Sometimes, in the interest of simplicity, the isolation of the
gate is not explicitly shown, as is the case of the symbol of Fig. 1.7(d). This simple notation is more common for

(a) (b) (c) (d) (e)

Fig. 1.7 Commonly used symbols for n-channel transistors.
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— ko o o -
(@) (b) () (d) (e)

Fig. 1.8 Commonly used symbols for p-channel transistors.

digital circuits in which a large number of transistors are present. Since this symbol is also used for JFET transis-
tors, it will never be used to represent MOS transistors in this text. The last symbol, shown in Fig. 1.7(e), denotes
an N-channel depletion transistor. The extra line is used to indicate that a physical channel exists for a 0-V gate-
source voltage. Depletion transistors were used in older NMOS technologies but are not typically available in
CMOS processes.

Figure 1.8 shows some commonly used symbols for p-channel transistors. In this text, the symbol of
Fig. 1.8(a) will be most often used. The symbol in Fig. 1.8(c) is sometimes used in digital circuits, where the cir-
cle indicates that a low voltage on the gate turns the transistor on, as opposed to a high voltage for an n-channel
transistor Fig. 1.7(a). The symbols of Fig. 1.8(d) or Fig. 1.8(e) might be used in larger circuits where many tran-
sistors are present, to simplify the drawing somewhat. They will not be used in this text.

1.2.2 Basic Operation

The basic operation of MOS transistors will be described with respect to an n-channel transistor. First, consider
the simplified cross sections shown in Fig. 1.9, where the source, drain, and substrate are all connected to ground.
In this case, the MOS transistor operation is similar to a capacitor. The gate acts as one plate of the capacitor, and
the surface of the silicon, just under the thin insulating SiO,, acts as the other plate.

If the gate voltage is very negative, as shown in Fig. 1.9(a), positive charge will be attracted to the channel
region. Since the substrate was originally doped p~, this negative gate voltage has the effect of simply increasing
the channel doping to p*, resulting in what is called an accumulated channel. The n* source and drain regions are
separated from the p’-channel region by depletion regions, resulting in the equivalent circuit of two back-to-back
diodes. Thus, only leakage current will flow even if one of the source or drain voltages becomes large (unless the
drain voltage becomes so large as to cause the transistor to break down).

In the case of a positive voltage being applied to the gate, the opposite situation occurs, as shown in
Fig. 1.9(b). For small positive gate voltages, the positive carriers in the channel under the gate are initially
repulsed and the channel changes from a p~ doping level to a depletion region. As a more positive gate voltage is
applied, the gate attracts negative charge from the source and drain regions, and the channel becomes an n region
with mobile electrons connecting the drain and source regions.® In short, a sufficiently large positive gate-source
voltage changes the channel beneath the gate to an n region, and the channel is said to be inverted.

The gate-source voltage, for which the concentration of electrons under the gate is equal to the concen-
tration of holes in the p~ substrate far from the gate, is commonly referred to as the transistor threshold volt-
age and denoted V,, (for n-channel transistors). For gate-source voltages larger than V,,, there is an n-type
channel present, and conduction between the drain and the source can occur. For gate-source voltages less
than V,, it is normally assumed that the transistor is off and no current flows between the drain and the
source. However, it should be noted that this assumption of zero drain-source current for a transistor that is

6. The drain and source regions are sometimes called diffusion regions or junctions for historical reasons. This use of the word junction
is not synonymous with our previous use, in which it designated a pn interface of a diode.
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Source Vg <<0 Sio, Drain
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Fig. 1.9 Ann-channel MOS fransistor. (a) Ve << 0, resulting in an accumuated channel (no current
flow); (b) Vs >> 0, and the channel is present (current flow possible from drain to source).

off is only an approximation. In fact, for gate voltages around V,,, there is no abrupt current change, and for
gate-source voltages slightly less than V,,, small amounts of subthreshold current can flow, as discussed in
Section 1.4.1.

When the gate-source voltage, Vgs, is larger than Vy,, the channel is present. As Vgs is increased, the den-
sity of electrons in the channel increases. Indeed, the carrier density, and therefore the charge density, is propor-
tional to Vggs — Vi, which is often called the effective gate-source voltage and denoted V. Specifically, define

Veit = Vas— Vin (1.50)

The charge density of electrons is then given by
Qn = Cox(VGS - th) = Coxveff (151)

Here, C,, is the gate capacitance per unit area and is given by

C,, = Koo (1.52)

0X
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where K is the relative permittivity of SiO, (approximately 3.9) and t,, is the thickness of the thin oxide under
the gate. A point to note here is that (1.51) is only accurate when both the drain and the source voltages are zero.

To obtain the total gate capacitance, (1.52) should be multiplied by the effective gate area, WL, where W is
the gate width and L is the effective gate length. These dimensions are shown in Fig. 1.10. Thus the total gate
capacitance, Cg, is given by

C, = WLC,, (1.53)
and the total charge of the channel, Qt_,, is given by

QT-n = WLCOX(VGS_th) = WLCoxVeff (154)

The gate capacitance is one of the major load capacitances that circuits must be capable of driving. Gate capaci-
tances are also important when one is calculating charge injection, which occurs when a MOS transistor is being
turned off because the channel charge, Qr.,, must flow from under the gate out through the terminals to other
places in the circuit.

Next, if the drain voltage is increased above 0V, a drain-source potential difference exists. This difference
results in current flowing from the drain to the source.” The relationship between Vpg and the drain-source cur-
rent, I, is the same as for a resistor, assuming Vg is small. This relationship is given [Sze, 1981] by

I = unon"—LVvDs (1.55)

where p, is the mobility of electrons near the silicon surface, and Q, is the charge concentration of the channel
per unit area (looking from the top down). Electron mobility is 0.14 m?*/Vs in pure intrinsic silicon, decreasing
with increasing dopant concentrations to p, = 0.01 - 0.06 m?/Vs in modern NMOS devices. Note that as the
channel length increases, the drain-source current decreases, whereas this current increases as either the charge
density or the transistor width increases. Using (1.54) and (1.55) results in

w W
ID = “nCoxr(VGS_th)VDS = HnCoerefvaS (1.56)

where it should be emphasized that this relationship is only valid for drain-source voltages near zero (i.e., Vpg
much smaller than V).

Sio,

Gate

n channel

Fig. 1.10 The important dimensions of a MOS tfransistor.

7. The current is actually conducted by negative carriers (electrons) flowing from the source to the drain. Negative carriers flowing
from source to drain results in a positive current from drain to source, [pg.
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Q,(0) = COX(VGS—VmB / Increasing X ' (1) = C,,(Vep— Vi)

Qn(x) = Cox(VGS - Vch(X) - th)

Fig. 1.11 The channel charge density for Vpg > 0.

As the drain-source voltage increases, the channel charge concentration decreases at
the drain end. This decrease is due to the smaller gate-to-channel voltage difference across
the thin gate oxide as one moves closer to the drain. In other words, since the drain voltage is
assumed to be at a higher voltage than the source, there is an increasing voltage gradient | 4 MOS device is
from the source to the drain, resulting in a smaller gate-to-channel voltage near the drain. | approximately linear
Since the charge density at a distance X from the source end of the channel is proportional to | when Vpg << V.
Ve = Ven(X) = Vin, as Vg — Ven(X) decreases, the charge density also decreases.® This

effect is illustrated in Fig. 1.11.
Note that at the drain end of the channel, we have

Key Point: The relation-
ship between drainsource
voltage and drain current

Ve —Ven(L) = Vap (1.57)

For small Vg, we saw from (1.56) that Iy was linearly
related to Vpg. However, as Vpg increases, and the charge
density decreases near the drain, the relationship becomes
nonlinear. In fact, the linear relationship for Iy versus Vpg
flattens for larger Vpg, as shown in Fig. 1.12.

As the drain voltage is increased, at some point the gate-to-
channel voltage at the drain end will decrease to the threshold
value V,,—the minimum gate-to-channel voltage needed for n
carriers in the channel to exist. Thus, at the drain end, the chan-
nel becomes pinched off, as shown in Fig. 1.13. This pinch-off
occurs at Vgp = Vyy, since the channel voltage at the drain end is
simply equal to Vp. Thus, pinch-off occurs for

Ve >V, (1.58)
Denoting Vps.sxt as the drain-source voltage when the channel

becomes pinched off, we can substitute Vpg = Vpg — Vgs into
(1.58) and find an equivalent pinch-off expression

w
I A Ip< “nCoxr(VGS = Vin)Vps

\
.
.
P

>
Vbs

w
ID = HnCoxr(VGS - th)VDS

Fig. 1.12 For V5 not close to zero, the |
versus Vs relationship is no longer linear.

Vbs > Vossat (1.59)

8. Vg — Vp(X) is the gate-to-channel voltage drop at distance X from the source end, with Vg being the same everywhere in the gate,

since the gate material is highly conductive.



20 Chapter 1 « Integrated-Circuit Devices and Modelling

VG >> th

Vs = 0
Depletion region N

Pinch-off for \ Nemmeesmmeemanman®” ‘
Vep <Vin

Fig. 1.13 When Vy; is increased so that Vgp < Vi, the channel becomes pinched off at the
drain end.

where Vps.sat is given® by
Vossat = Vas = Vin = Vg (1.60)

The current travelling through the pinched-off channel region is saturated, similar to a gas under pressure
travelling through a very small tube. If the drain-gate voltage rises above this critical pinch-off voltage of —V,,,
the charge concentration in the channel remains constant (to a first-order approximation) and the drain current no
longer increases with increasing Vpg. The result is the current-voltage relationship shown in Fig. 1.14 for a given
gate-source voltage. In the region of operation where Vpg > Vpg.a, the drain current is independent of Vg and is
called the active region."’ The region where Ip changes linearly with Vs is called the triode region. When MOS
transistors are used in analog amplifiers, they almost always are biased in the active region. When they are used in
digital logic gates, they often operate in both regions.

It is sometimes necessary to distinguish between transistors in weak, moderate, and strong inversion. As just
discussed, a gate-source voltage greater than V,, results in an inverted channel, and drain-source current can flow.
However, as the gate-source voltage is increased, the channel does not become inverted (i.e., n-region) suddenly,

(Ves = Vin)?

2
W Wi — MCoW
Ip = unCoxr[(VGS_Vm)VDS_$} I = Hz T

L

Ip 4 S J Vs constant

: Active
Triode : region

Fig. 1.14 The Iy versus region

Vps curve for an ideal A

MOS transistor. For » Vos
Vos > Vos.a Ip is Vbssat = Vet
approximately Ip = unCoxV—LV(Ves—Vm)VDs

constant.

9. Because of the body effect, the threshold voltage at the drain end of the transistor is increased, resulting in the true value of Vpg_gat

being slightly lower than V.

10. The active region may also be called the saturation region, but this can lead to confusion because in the case of bipolar transistors,

the saturation region occurs for small V g, whereas for MOS transistors it occurs for large Vpg. Moreover, we shall see that the drain
current does not truly saturate, but continues to increase slightly with increasing drain-source voltage.
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but rather gradually. Thus, it is useful to define three regions of channel inversion with respect to the gate-source
voltage. In most circuit applications, noncutoff MOSFET transistors are operated in strong inversion, with
Ve > 100 mV (many prudent circuit designers use a minimum value of 200 mV). As the name suggests, strong
inversion occurs when the channel is strongly inverted. It should be noted that all the equation models in this sec-
tion assume strong inversion operation. Weak inversion occurs when Vgg is approximately 100 mV or more
below V,, and is discussed as subthreshold operation in Section 1.4.1. Finally, moderate inversion is the region
between weak and strong inversion.

1.2.3 Large-Signal Modelling

The triode region equation for a MOS transistor relates the drain current to the gate-source and drain-source volt-
ages. It can be shown (see Appendix) that this relationship is given by

w Vi
I = unco{—j [(Vas=Vio)Vos— 22| (1.61)
L 2
As Vpg increases, Iy increases until the drain end of the channel becomes pinched off, and then Iy no longer
increases. This pinch-off occurs for Vpg = -V, or approximately,
Vos = Vas—Vin = Ve (1.62)

Right at the edge of pinch-off, the drain current resulting from (1.61) and the drain current in the active region
(which, to a first-order approximation, is constant with respect to Vpg) must have the same value. Therefore, the
active region equation can be found by substituting (1.62) into (1.61), resulting in

Cox(W
I, = Boze) B v V,) 1.63
o 5 [J( as ) (1.63)

For Vpg > Ve, the current stays constant at the value given by (1.63), ignoring
second—or.der effects such as changel—length modu.lation. This .equation is perhaps Vg > Vg @ MOS device
the most important one that describes the large-signal operation of a MOS tran- | , 7% =" quare-law
sistor. It should be noted here that (1.63) represents a square-law current-voltage | cyrrent—voltage
relationship for a MOS transistor in the active region. In the case of a BJT tran- | relationship.
sistor, an exponential current—voltage relationship exists in the active region.
As just mentioned, (1.63) implies that the drain current, I, is independent of the drain-source voltage. This
independence is only true to a first-order approximation. The major source of error is due to the channel length
shrinking as Vpg increases. To see this effect, consider Fig. 1.15, which shows a cross section of a transistor in the

Key Point: For

Vas > Vi,

Vps > Ves—Vin

-

Depletion region AL oc Vs —Verr + @y Pinch-off region

Fig. 1.15 Channel length shortening for Vg > V.
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active region. A pinched-off region with very little charge exists between the drain and the channel. The voltage at
the end of the channel closest to the drain is fixed at Vgg— Vi, = Vei. The voltage difference between the drain
and the near end of the channel lies across a short depletion region often called the pinch-off region. As Vpg
becomes larger than V., this depletion region surrounding the drain junction increases its width in a square-root
relationship with respect to Vpg. This increase in the width of the depletion region surrounding the drain junction
decreases the effective channel length. In turn, this decrease in effective channel length increases the drain current,
resulting in what is commonly referred to as channel-length modulation.

To derive an equation to account for channel-length modulation, we first make use of (1.11) and denote the
width of the depletion region by Xg4, resulting in

Xg = Kgsa/Vpon + @
Kas+/Vpe + Vin + @

Kes = [PRsto (1.65)
aNa

and has units of m//V. Note that N, is used here since the Nn-type drain region is more heavily doped than the
p-type channel (i.e., Np >> N,). By writing a Taylor approximation for I around its operating value of
VDS = VGS - th = Veff’ we find ID to be given by

(1.64)

where

Ip = Ipau+ ol [ oL JAVDS = IM[1 4+ —Kas(Vos = Ven) J (1.66)
oL )\oVos 2L Npg + Vi + @

where I, is the drain current when Vs = Ve, or equivalently, the drain current when the channel-length mod-
ulation is ignored. Note that in deriving the final equation of (1.66), we have used the relationship
0L/0Vps = —0xy/0Vps. Usually, (1.66) is written as

I, = “"T%[%V](ves_vm)z[l + AM(Vos — Vern)] (1.67)

where A is the output impedance constant (in units of V') given by
— kds — kds
2LA/VDG+Vm+¢)0 2L/\/VDS—Veff+®O

A (1.68)

Equation (1.67) is accurate until Vpg is large enough to cause second-order effects, often called short-channel
effects. For example, (1.67) assumes that current flow down the channel is not velocity-saturated, in which case
increasing the electric field no longer increases the carrier speed. Short-channel effects cause Iy to deviate from
the result predicted by (1.67) and are discussed in Section 1.4. Of course, for quite large values of Vpg, the tran-
sistor will eventually break down.

A plot of Iy versus Vg for different values of Vg is shown in Fig. 1.16. Note that in the active region, the
small (but nonzero) slope indicates the small dependence of I, on Vpe.
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Triode
region

Short-channel
' effects

Tlncreasing Vs

Fig. 1.16 I versus Vg for different values of Vgg.

EXAMPLE 1.8

Find I, for an n-channel transistor that has doping concentrations of Np= 10* electrons/m’,
Na = 5x 107 holes/m’, p,Cox = 270 nA/V:, W/L = 5 um/0.5 um, Vgs = 0.8 V, V,,= 045V, and
Vps = Ve Assuming A remains constant, estimate the new value of Iy if Vg is increased by 0.5 V.

Solution
From (1.65), we have

-12
ke, = /\/2><11.8><8.854><10 - 162 % 10° mif¥

1.6 x 107" x 5 x 107
which is used in (1.68) to find A as

- 162 x 10~
2x0.5x 10" x /0.9

Using (1.67), we find for Vpg = Ve = 0.4V,

270 x 10°°)( 5 2
Iy = (——2—](&)(035) (1) = 165 pA

=0.171 v

In the case where Vpg = Ve + 0.5V = 0.9 V, we have
I, = 165 pA x (1 +Xx0.5) = 180 pA

Note that this example shows almost a 10 percent increase in drain current for a 0.5 V increase in drain-source
voltage.
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1.2.4 Body Effect

The large-signal equations in the preceding section were based on the assumption

Key Point: The body effect .
) v eff that the source voltage was the same as the body voltage (i.e., the substrate or

is the influence of the body

potential on the channel, bulk voltage or an NMOS device). However, often the source and body can be at
modelled as an increase in different voltages. Looking at Fig. 1.11, it is evident that the body is capacitively
the threshold voltage, V,, coupled to the channel region just as the gate is, albeit through the junction
with increasing source-to- capacitance between them instead of the gate-oxide capacitance.!! Hence, the

body reverse-bias. amount of charge in the channel and conduction through it is influenced by the

potential difference between body and source.

Typically called the body effect, the influence of the body potential on the channel is modelled as an increase
in the threshold voltage, V,,, with increasing source-to-body reverse-bias voltage. The body effect is more impor-
tant for transistors in a well of a CMOS process where the body terminal’s doping concentration is higher and the
resulting junction capacitance between body and channel is larger. The body effect is often important in analog
circuit designs and should not be ignored.

To account for the body effect, it can be shown (see Appendix at the end of this chapter) that the threshold
voltage of an n-channel transistor is now given by

Vin = Vino + ¥(/Vss + [20¢] = /12¢]) (1.69)

where V,, is the threshold voltage with zero Vgg (source-to-body voltage), ¢ = (KT/q)In(Na/n;) is the Fermi
potential of the body, and

v = A/2qNAngO (170)
COX

The factor y is often called the body-effect constant and has units of /V. Notice that y is proportional to /N, so

the body effect is larger for transistors in a well where typically the doping is higher than the substrate of the

microcircuit.

1.2.5 p-Channel Transistors

All of the preceding equations have been presented for n-channel enhancement transistors. In the case of
p-channel transistors, these equations can also be used if a neg ative sign is placed in front of eve ry voltage
variable. Thus, Vgs becomes Vgg, Vps becomes Vgp, Vi, becomes —V,,, and so on. The condition required for
conduction is now Vgg >V, where V,, is now a negative quantity for an enhancement p-channel transistor.'
The requirement on the source-drain voltage for a p-channel transistor to be in the active region is
Vsp > Vg + Vi, The equations for I, in both regions, remain unchanged, because all voltage variables are
squared, resulting in positive hole current flow from the source to the drain in p-channel transistors.

11. In fact, JFETs intentionally modulate the conducting channel via a junction capacitance, hence their name: Junction Field-Effect
Transistors.

12. For an n-channel transistor. For a p-channel transistor, Yy is proportional to the square root of Np.

13. It is possible to realize depletion p-channel transistors, but these are of little value and seldom worth the extra processing involved.
Depletion n-channel transistors are also seldom encountered in CMOS microcircuits, although they might be worth the extra processing
involved in some applications, especially if they were in a well.



1.2 MOS Transistors 25
1.2.6 Low-Frequency Small-Signal Modelling in the Active Region
The most commonly used low-frequency small-signal model for a MOS transistor operating in the active region

shown in Fig. 1.17. The voltage-controlled current source, gm,Vgs, 1S the most important component of the
model, with the transistor transconductance g,,, defined as

On = Liby (1.71)
oVas
In the active region, we use (1.63), which is repeated here for convenience,
1 2 1 2
I = 20,Co W) (Vas = Vi) = Lo W)y, 172
D 2H L (Vas in) ZH L ff ( )
and we apply the derivative shown in (1.71) to obtain
ol W W
Om = —2 = HnCox_(VGS - th) = “ncox_veff (173)
0Vas L L
or equivalently,
W
Om = “nCoereff (1.74)
where the effective gate-source voltage, V., is defined as Vg = Vs — Vin. Thus, we see that the transconduc-

tance of a MOS transistor is directly proportional to V.
Sometimes it is desirable to express g,,, in terms of I rather than Vs From (1.72), we have

21
Vee = Vot b (1.75)
o L Ca(W/L)

The second term in (1.75) is the effective gate-source voltage, Vi, where

Vai = Vos—Vip = |— 2o (1.76)
1.Cox(W/L)

Substituting (1.76) in (1.74) results in an alternative expression for g,,.

<
Vg Oﬁ L 4 9 O V4
+ V V, I
_Vgs Im gs 9sVsb ds
bl
Vs

Fig. 1.17 The low-frequency, small-signal model for an active MOS fransistor.
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Om = IZMHCOXVIVID (1.77)

Thus, the transistor transconductance is proportional to JE for a MOS transistor.'*
A third expression for g,, is found by rearranging (1.77) and then using (1.76) to obtain
21
On = =2 (1.78)
Veff
Note that this expression is independent of u,C,, and W /L, and it relates
the transconductance to the ratio of drain current to effective gate-source
] voltage. However, it can cause some confusion for new analog designers as
In = 20 Cox(W/L)]p is use- it appears to indicate that transconductance is proportional to drain current,
ful for circuit analysis when device | whereas (1.77) indicates a square-root relationship. This discrepancy is
sizes are fixed. However, the sim- resolved by recognizing that increasing |, while keeping Vo4 constant
pler expression g, _ 2I;,/V 4 is use- L : : : .
e em="1 f implies a proportional increase in (W/L). Hence, (1.77) is useful for anal-
ful during initial circuit design . . . . . Lo
- . ysis where the transistor sizes are given whereas the simple expression in
when transistor sizes are yet to be 1.78 b . ful duri initial circuit desi hen th .
determined. 1.7 .) can be quite usefu uring an initial circuit design when the transis-
tor sizes are yet to be determined.
Design often begins with a set of transistor voltage—current measure-
ments, obtained either by experiment or simulation, from which the designer may estimate the device constants
1nCox, Vin, €tc. based on the relationships presented above.

Key Point: The square-root rela-
tionship for transconductance

EXAMPLE 1.9

The drain current for a particular NMOS device with an aspect ratio W/L = 10 is plotted in Fig. 1.18(a) versus
Vgs for constant drain, source, and body voltages. From this data, estimate p,Cox and V.

Solution

Taking the derivative of Fig. 1.18(a) gives the plot of g, = 6lp/3Vgs in Fig. 1.18(b). Based on the square-law
equation (1.74), this plot should be linear in the active region intersecting the line g,, = 0 at V¢; = 0. Hence,
extrapolating the linear portion of the curve in Fig. 1.18(b) provides an intersection at Vgg = V. In this case,
Vi, = 450 mV. Furthermore, (1.73) shows that the slope of the g, versus Vg curve should be p,C,, (W /L) in
active operation. In Fig. 1.18(b) this slope is approximately 2.7 mA/V’ which translates to a value of
1,.Cox = 270 wA/V>. These are approximate values, particularly since (1.74) is derived without considering
channel-length modulation. However, these values are very useful during design for quickly and roughly estimat-
ing the device sizes, currents and voltages required to obtain a desired g,.

The second voltage-controlled current-source in Fig. 1.17, shown as gsVs, models the body effect on the
small-signal drain current, iy. When the source is connected to small-signal ground, or when its voltage does not
change appreciably, then this current source can be ignored. When the body effect cannot be ignored, we have

ol oly oV,

s = =
OVsg  OVin0Vsp

(1.79)

14. Whereas it is proportional to I for a BJT.
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0.8
0.15 Linear slope is
o6l HaCox(W/L) = 2.7 mA/V?
S
~ 0.1 <
< <
E E 04
s 3
0.05 © )
02 Intersection at
Vi, = 045V
0 .c K |
04 ) 0.8 0 ) 0.4 0.6 0.8
Vas (V) Vas (V)
(a) (b)
Fig. 1.18 Estimation of V,, and p,C., from transistor voltage—current data.
From (1.72) we have
oly (WJ
o o 1 Cod Bl (Ves Vi) = -0 1.80
V.. U L (Ves tn) g ( )
Using (1.69), which gives V, as
Vin = Ving+ 7(Vss + 20 - J/120¢]) (1.81)
we have
N _ Y (1.82)

Vs 2, Nes + 24

The negative sign of (1.80) is eliminated by subtracting the current gsVs from the major component of the drain
current, gmVgs, as shown in Fig. 1.17. Thus, using (1.80) and (1.82), we have

go= —t9m (1.83)

2JVsp + [20¢]

Note that although g is nonzero for Vgg = 0, if the source is connected to the bulk v, is zero and gs may be
excluded from the model. However, if the source happens to be biased at the same potential as the bulk but is not
directly connected to it, then the effect of g should be taken into account since there may be nonzero small
signals, Vgp.

The resistor, ryg, shown in Fig. 1.17, accounts for the finite output impedance (i.e., it models the channel-
length modulation and its effect on the drain current due to changes in Vpg). Using (1.67), repeated here for
convenience,

1.C

I = T"*(\—'L—V)(VGS—meu + A(Vps = Ver)] (1.84)
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we have

1 _ _ aID _ Hn—Col( vy 2 _ ~
Tges e M) () Vs = Vi)* = Mo = 2L (1.85)

where the approximation assumes A is small, such that we can approximate the drain bias current as being the
same as .. Thus,

lgs = €L (1.86)
rp
where
A= Kes (1.87)
2L\ Vps—Ve + @,
and

K, = 2K (1.88)
aqNa

Substituting (1.87) into (1.86) reveals that ry is proportional to L/lp. It should be
noted here that (1.86) is often empirically adjusted to take into account second-
order effects.

Key Point: Small signalryg
is proportional to L/,

EXAMPLE 1.10

Derive the low-frequency model parameters for an n-channel transistor that has doping concentrations of
Np = 10” electrons/m’, Ny = 5 x 10” holes/m’, 1,Co, = 270 pA/ V>, W/L=5 pm/0.5 um, Vgs = 0.8 V,
Vi, = 045 V,and Vps = V. Assume y = 0.25 JV and Vgg = 0.5 V. What is the new value of ry, if the
drain-source voltage is increased by 0.5 V?

Solution

Since these parameters are the same as in Example 1.8, we have

Z_ID _ 2x165 pA
Veff 035V

O = = 0.94 mA/V

The Fermi potential of the body at room temperature with N, = 5 x 10” holes/m’ is ¢r = (kT/q)
In(Na/n;) = 0.38 V, and from (1.83) we have

_ 025x0.94x10"

2470.5+0.766

Note that this source-bulk transconductance value is about 1/9th that of the gate-source transconductance. For rgs,
we use (1.86) to find

Jds = 0.104 mA/V
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fo= —— 1~ 35k0

0.171 x 165 x 10
Recalling that Vo = 0.35 V, if Vpg is increased to 0.85 V, the new value for A is

9
po= —162x10 g 37 v

2(0.5x107°%)./1.4

resulting in a new value of rys given by

1 1

fgs = — =

Mg, 0.137x180% 107

|
I

41 kQ

EXAMPLE 1.11

Plotted in Fig. 1.19(a) is the drain current of a particular NMOS device versus its Vpg with constant gate, source,
and body voltages. From this data, estimate the device parameter A.

Solution

First, rearrange (1.85) into

%= Gas _ oo\ 1

ID-sat aVDS ID-sat

Hence, a plot of gus/lp = (0lp/Vps)/Ip versus Vps for a constant value of Vgg will be roughly flat in strong
inversion providing a rough estimate of A. This is done for the present example in Fig. 1.19(d) yielding a value of
L = 0.45 V™' Estimates obtained in this way are only approximate since ry is subject to many higher-order
effects, especially at short channel lengths where A may change by 50% or even more.

0.04 1
0.8
T Active Region
— > 06
% -
N \(n -------------------
= S =045V
0.2
0.2 0.4 0.6 0.8 1 G0 0.2 0.4 0.6 0.8 1
(a) Vs (V) (b) Vs (V)

Fig. 1.19 Estimation of A from fransistor voltage—-current data.
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Fig. 1.20 The small-signal, low-frequency T model for an active MOS transistor (the body effect is
not modelled).

An alternate low-frequency model, known as a T model, is shown in Fig. 1.20. This 7 model can often result in
simpler equations and is most often used by experienced designers for a quick analysis. At first glance, it might
appear that this model allows for nonzero gate current, but a quick check confirms that the drain current must always
equal the source current, and, therefore, the gate current must always be zero. For this reason, when using the
T model, one assumes from the beginning that the gate current is zero.

EXAMPLE 1.12

Find the T model parameter, rg, for the transistor in Example 1.10.

Solution

The value of ry is simply the inverse of g,,, resulting in
h=—4=—2>1 =106k
Im  0.94x107

The value of rys remains the same, either 35 kQ or 41 kQ, depending on the drain-source voltage.

1.2.7 High-Frequency Small-Signal Modelling in the Active Region

A high-frequency model of a MOSFET in the active region is shown in Fig. 1.21. Most of the capacitors in the
small-signal model are related to the physical transistor. Shown in Fig. 1.22 is a cross section of a MOS transistor,
where the parasitic capacitances are shown at the appropriate locations. The largest capacitor in Fig. 1.22 is Cgs.
This capacitance is primarily due to the change in channel charge as a result of a change in Vg. It can be shown
[Tsividis, 1987] that Cgs is approximately given by

Cy = EWLCOX (1.89)
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Fig. 1.21 The small-signal model for a MOS transistor in the active region.

When accuracy is important, an additional term should be added to (1.89) to take into account the overlap
between the gate and source junction, which should include the fringing capacitance (fringing capacitance is due
to boundary effects). This additional component is given by

where L, is the effective overlap distance and is usually empirically derived"?.

Thus,

when higher accuracy is needed.

Cov = WLovCox

(1.90)

Key Point: Ina MOSFET,
the largest parasitic capac-

3=

5 itance is Cgs, proportional
Cgs = “WLC,, + C,, (1.91) | to gate area WL and via
3 Cx inversely proportional
to oxide thickness.
Vgs >V
Ver =0 GS tn
8 Polysilicon Q Ve > Vi
\ o
W Cyd Sio,
v [ — ‘
s D
L e
»

p* field | c

. S-sw
implant

sb I
p~ substrate

!

Fig. 1.22 A cross section of an n-channel MOS fransistor showing the small-signal capacitances.

15. Part of the overlap capacitance is due to fiinge electric fields, and therefore L, is usually taken larger than its actual physical

overlap to more accurately give an effecti

ve value for overlap capacitances.
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The next largest capacitor in Fig. 1.22 is C',, the capacitor between the source and the substrate. This capac-
itor is due to the depletion capacitance of the reverse-biased source junction, and it includes the channel-to-bulk
capacitance (assuming the transistor is on). Its size is given by

C'sb = (As + Ach)st (192)

where Aq is the area of the source junction, Ay, is the area of the channel (i.e., WL) and st is the depletion capac-
itance of the source junction, given by

C, = —o— (1.93)

Note that the total area of the effective source includes the original area of the junction (when no channel is
present) plus the effective area of the channel.
The depletion capacitance of the drain is smaller because it does not include the channel area. Here, we have

C'ap = ACiq (1.94)
where
Cp
de = (195)
4+ Yoe
D,

and Ay is the area of the drain junction.

The capacitance Cyy, sometimes called the Miller capacitance, is important when there is a large voltage gain
between gate and drain. It is primarily due to the overlap between the gate and the drain and fringing capacitance.
Its value is given by

ng = CoxWLov (196)

where, once again, L, is usually empirically derived.
Two other capacitors are often important in integrated circuits. These are the
source and drain sidewall capacitances, Cgg, and Cgyg,. These capacitances can

Key Point: The gate-drain
capacitance ng, also
known as the Miller capac-

itance, is due to physical be large because of some highly doped p* regions under the thick field oxide
overlap of the gate and called field implants. The major reason these regions exist is to ensure there is no
drain regions as well as leakage current between transistors. Because they are highly doped and they lie
Jringing fields. It is espe- beside the highly doped source and drain junctions, the sidewall capacitances can

cially important when there
is a large voltage gain
between gate and drain.

result in large additional capacitances that must be taken into account in determin-
ing Cg, and Cyp,. The sidewall capacitances are especially important in modern
technologies as dimensions shrink. For the source, the sidewall capacitance

is given by
Cesw = PiCpen (1.97)
where Py is the length of the perimeter of the source junction, excluding the side adjacent to the channel, and
Ciow = ~Simo (1.98)

h+\ﬁ
@,
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It should be noted that Cj-swo’ the sidewall capacitance per unit length at 0-V bias voltage, can be quite large
because the field implants are heavily doped.
The situation is similar for the drain sidewall capacitance, Cgy.gy,

Cosw = PyCiw (1.99)

where Py is the drain perimeter excluding the portion adjacent to the gate.
Finally, the source-bulk capacitance, Cy, is given by

Csb = C’sb + Cs-sw (1100)

with the drain-bulk capacitance, Cg, given by
Ca = C'yp+ Cysn (1.101)

EXAMPLE 1.13

An n-channel transistor is modelled as having the following capacitance parameters: C; = 2.4 x 107 pF/(um)’,
Ciow = 2.0x 107 pF/pum, Co = 1.9 x 10°pF/(um)’, Co, = 2.0 x 10~ pF/pum. Find the capacitances Cys,
Cgq, Cap, and Gy, for a transistor having W = 100 pm and L = 2 pm. Assume the source and drain junctions
extend 4 um beyond the gate, so that the source and drain areas are A, = Ay = 400 (um)’ and the perimeter of
eachis Py = Py = 108 pum.

Solution

We calculate the various capacitances as follows:

Ce = @WLCOX+COVXW = 027 pF

Cyq = Coux W = 0.02 pF
Cs = Ci(As+WL) + (Cj5y x Ps) = 0.17 pF
Cab = (Cjx Ag) + (Cjsuw x Py) = 0.12 pF

Note that the source-bulk and drain-bulk capacitances are significant compared to the gate-source capacitance,
in this case 1 — 2 fF/um width compared with 2.7 fF/um for Cg. Thus, for high-speed circuits, it is important to
keep the areas and perimeters of drain and source junctions as small as possible (possibly by sharing junctions
between transistors, as seen in the next chapter).

1.2.8 Small-Signal Modelling in the Triode and Cutoff Regions

The low-frequency, small-signal model of a MOS transistor in the triode region (which is sometimes referred to as
the linear region) is a voltage-controlled resistor with Vgg, or equivalently V4, used as the control terminal. Using
(1.61), the large-signal equation for I in the triode region,

Ip = u,C ( J[(VGS vm)vDs—‘%] (1.102)
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results in

Ly (W
L - go = 2 = Gl ) (Vos ~Via—Ves) (1.103)

las DS

where ry; is the small-signal drain-source resistance (and ggs is the conductance). For the common case of Vg
near zero, we have

w W
Jas = L = unCox(_] (VGS - th) = unoox[_] Veff (1 104)
I'ds L L

which is similar to the [-versus-Vpg relationship given earlier in (1.56).

EXAMPLE 1.14

For the transistor of Example 1.10, find the triode model parameters when Vg is near zero.
Solution
From (1.104), we have

Ges = 270 x 107 x (65—5) x 035 = 0.94 mA/V

Note that this conductance value is the same as the transconductance of the transistor, g, in the active region. The
resistance, Iy, is simply 1/dqs, resulting in rys = 1.06 kQ.

The accurate small-signal modelling of the high-frequency operation of a transistor in the triode region is
nontrivial (even with the use of a computer simulation). A moderately accurate model is shown in Fig. 1.23,
where the gate-to-channel capacitance and the channel-to-substrate capacitance are modelled as distributed ele-
ments. However, the I-V relationships of the distributed RC elements are highly nonlinear because the junction
capacitances of the source and drain are nonlinear depletion capacitances, as is the channel-to-substrate capaci-
tance. Also, if Vpg is not small, then the channel resistance per unit length should increase as one moves closer
to the drain. This model is much too complicated for use in hand analysis.

V,
g
T Gate-to-channel capacitance
\'A OT/\/\/‘\/\/\/\/\/\/TO Vy
“T 1 T

Channel-to-substrate capacitance

Fig. 1.23 A distributed RC model for a fransistor in the triode region.
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A simplified model often used for small Vpg is shown in \V;
Fig. 1.24, where the resistance, ryg, is given by (1.104). Here,
the gate-to-channel capacitance has been evenly divided T
between the source and drain nodes, ¢

_ Ach Cox —

Cgs = ng = 2

c
V%C“ (1.105) os

Note that this equation ignores the gate-to-junction overlap
capacitances, as given by (1.90), which should be taken into
account when accuracy is very important. The channel-to-
substrate capacitance has also been divided in half and shared
between the source and drain junctions. Each of these capaci-

tors should be added to the junction-to-substrate capacitance
and the junction-sidewall capacitance at the appropriate node.
Thus, we have

Csb—o =

Fig. 1.24 A simplified triode-region
model valid for small Vps.

(1.106)

CJO(AS + M) + Cj—stPs
2

and

Ach

= CiO(Ad + 7) + CswoPy (1.107)

Also,

— Csb-O
Ver
o,

(1.108)

1+

and
- Cap-o
1+ \ﬁ
N D
It might be noted that Cgy, is often comparable in size to C,q due to its larger area and the sidewall capacitance.
When the transistor turns off, the small-signal model changes considerably. A reasonable model is shown in
Fig. 1.25. Perhaps the biggest difference is that ryg is now infinite. Another major difference is that Cg,S and ng

are now much smaller. Since the channel has disappeared, these capacitors are now due to only overlap and fring-
ing capacitance. Thus, we have

(1.109)

Cgs = Cga = WL,,Co (1.110)

However, the reduction of Cy, and Cgyq does not mean that the total gate capacitance is necessarily smaller. We
now have a “new” capacitor, Cgb, which is the gate-to-substrate capacitance. This capacitor is highly nonlinear
and dependent on the gate voltage. If the gate voltage has been very negative for some time and the gate is accu-
mulated, then we have

Cgb = AChCOX = WLCOX (1.111)
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v If the gate-to-source voltage is around 0 V, then C, is equal to
9 . . . . go |

Coy in series with the channel-to-bulk depletion capacitance and

is considerably smaller, especially when the substrate is lightly

| doped. Another case where Cgb is small is just after a transistor

has been turned off, before the channel has had time to accumu-

9s —L gd late. Because of the complicated nature of correctly modelling
v :I: gb v C,bp when the transistor is turned off, equation (1.111) is usually
s = d used for hand analysis as a worst-case estimate.
The capacitors Cgy, and Cyy, are also smaller when the chan-
nel is not present. We now have
I I Cepo = ACyo (1.112)

and

Fig. 1.25 A small-signal model for a Cabo = ACy (1.113)
MOSFET that is turned off.

@)

1.2.9 Analog Figures of Merit and Trade-offs

With so many device constants and small-signal model parameters, it is sometimes useful to have a single number
that captures some key aspect of transistor performance. Two such figures of merit are considered in this section:
intrinsic gain, which relates to the transistor’s low-frequency small-signal performance; and intrinsic speed,
related to the transistor’s high-frequency small-signal performance.

The intrinsic gain of a transistor is a measure of the maximum possible low-frequency small-signal
voltage gain it can provide. The voltage gain of a transistor is generally maximized by operating it in the
active mode with the source terminal (small-signal) grounded, the input applied to the gate, and the output
observed at the drain terminal, as shown in Fig. 1.26(a). In order to maximize gain, an ideal current source
is used to provide the drain current so that the only load the drain terminal sees is the transistor itself.
Measured in this way, the intrinsic gain is closely related to the gain provided by several important single-
stage amplifier stages discussed in later sections, such as common-source amplifiers and differential pairs
with active loads.

Vout

" @{ "
VGS
L

Vout

O
= Vi, % ImVgs lgs

(a) (b)

Fig. 1.26 The circuit used to characterize transistor intrinsic gain: a) complete circuit; b) dc small-
signal equivalent.
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The small-signal equivalent circuit at dec simplifies to that shown in Fig. 1.26(b). The transistor’s intrinsic
gain is therefore,

Vout
Vin

A = = Onlas (1.114)

Substituting the expressions for g,, from equation (1.78) and rys from (1.86) gives a simple expression for transis-
tor intrinsic gain dependent on only a few device parameters.

S22

| = = (1.115)
Vefi }\"D >\4Veff

The intrinsic gain in the active mode will be somewhat larger than this because (1.115) assumes rqs = 1/Alp
whereas in fact rgs = 1/Alp, which is somewhat larger.

This reveals two important general conclusions about analog design: first, that to maximize dc gain, transis-
tors should be operated with small values of V.; second, since A is inversely proportional to gate length L, as
shown in equation (1.87), intrinsic gain is maximized by taking long gate lengths.

EXAMPLE 1.15

Calculate the intrinsic gain of the transistor in Example 1.10 when in active mode.

Solution

The intrinsic gain is obtained by substituting the values for g,, and ry4s calculated in Example 1.10 into (1.114).
Ai = Qulgs = 329

This is the largest voltage gain this single transistor can achieve under these operating bias conditions.

The unity-gain frequency of a transistor, f,, is intended to provide some measure of the maximum operating
frequency at which a transistor might prove useful. It is the most common (though not the only) measure of tran-
sistor intrinsic speed. As with intrinsic gain, f, is measured in the common-source configuration because of its
broad relevance to both analog and digital design. An idealized measurement setup is shown in Fig. 1.27(a). Bias

Ip + iout

. Caa
lin R ||

Fig. 1.27 The circuit used to characterize transistor intrinsic speed: (a) complete circuit;
(b) high-frequency small-signal equivalent.
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voltages Vgs and Vpg are applied to the gate and drain, respectively. A sinusoidal signal, v, with very small
amplitude is superimposed on the gate voltage. This gives rise to small sinusoidal currents: i;, which charges and
discharges the gate capacitances in response to Vi,; and i, which is a small signal current superimposed on the dc
drain current, |p. The unity-gain frequency is defined as the maximum frequency at which the amplitude of the
output small-signal current, |i,,, exceeds that of the input current, li;,|. Although conceptually simple, this
measurement is notoriously difficult to perform in the lab since the frequencies involved are high and any parasitic
capacitances in the measurement setup will influence the result.

A first-order analytical solution for the transistor f, follows straightforwardly from an analysis of the small-
signal equivalent circuit in Fig. 1.27(b), which is left as an exercise for the reader.

Om

o On (1.116)
ZTE(Cgs + ng)

fi

Although the accuracy of (1.116) is limited, we will adopt this expression as our definition of f, because it is com-
pact and closely related to the bandwidth of many important circuits we shall study.
Clearly, transistor intrinsic speed is dependent on biasing. Substituting (1.74) and (1.89) into (1.116) and
assuming Cy » Cyy gives the following approximate result for the unity-gain frequency of a transistor:
f ~ HnCox(W/L)VeH 3aneif

= 1.117
2nC,,W(2/3)L 4rl? ( )

As with intrinsic gain, some important fundamental conclusions about analog
high gain, transistors should d§§ign are Tevealed by (1.1 17).. F.irs.t, for opérati'on aj[ high.-s.peftq, device para-
have long gate lengths and be sitic capacitances should be minimized, which implies minimizing the device
biased with low \log. For high gate length, L. Second, speed is maximized by biasing with high values of V.
speed, the opposite is desirable: | These requirements are in direct conflict with those outlined for maximizing
small L and high V. transistor intrinsic gain.

Key Point: For operation with

1.3 DEVICE MODEL SUMMARY

As a useful aid, all of the equations for the large-signal and small-signal modelling of diodes and MOS transistors,
along with values for the various constants, are listed in the next few pages.

1.3.1 Constants

q=1602x10"C k=138x10" JK"

ni = 1.1 x 10" carriers/m?® at T = 300 °K € = 8.854x 10" F/m

Kox = 3.9 K, = 11.8
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1.3.2 Diode Equations

Reverse-Biased Diode (Abrupt Junction)

Forward-Biased Diode

D, D
Vp/Vy Is = Aani{ + —P—J

I = Lse L.Na LN

v, = KT = 26 mv at 300 °K
q

Small-Signal Model of Forward-Biased Diode

[
l

VT CT = Cd+ Cj
I’d = —
Ip
c, - rTI—D C, = 2G
Vq
LZ
Tr = =
Dn
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1.3.3 MOS Transistor Equations

The following equations are for n-channel devices—for p-channel devices, put negative signs in front of all volt-
ages. These equations do not account for short-channel effects (i.e., L < 2L,).

Triode Region (Ves > Vin, Vs <V.y)

2
ID = unCox(v—IiI) |:(VGS - th)VDS - \%}

Veir = Vas = Vin Vin = Vino+ 7(Vsa + 205 — J20¢)

d)F = EIIH(N—A) y = '\/ZqKsiSONA
a0 Cor
C., = Kox€o

Vg
Cos == ——Cy
rds
Vso %% 0 Vy
Cop—— ji Cab
Fas = !
HnCox(\%g Veff
Cgo = Cyo = %WLCOX+WLOVCOX C., = G, = Cu(As+WL/2)
\Y
T+ ==t
@,




Active (or Pinch-Off) Region (Vs> V,,, Vps>V.y)

1.3 Device Model Summary

1 w
I = E”nCoXI(VGS—Vm)Z[l + A (Vos = Ven)]

A oc

L/ Vps — Ve + @

1 Vin

Vm-o + Y(

NVsg+ 2¢F - «/z_d)F)

Veff = VGS _th

N 1aCoW /L

Small-Signal Model (Active Region)

> ’ O Vy4

gs T + 9sVs Fas Cdb
Cyp == Vs
g, = uncox(‘%ﬁveﬁ On = 21.CoW/D)],
= 2b g, = — 19n
Ver 2./Vsp + [20¢]
S ge = 0.2g,
XID-sat }\'lD
A = krds krds - 2KSSO
2L Vs = Vi + @ N qNa
Cy = WLovCox
Cgs = %WLCox"’WLovCox o

1
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CSb = (AS + WI_)ClS + Pst-sw

G- —Cu

J1+Vgg/ D,

Cu = Aded+ Pde—sw

1+ Vpg/ @,

1.4 ADVANCED MOS MODELLING

The square-law relationship between effective gate-source voltage and drain current expressed in equation (1.67) is
only valid for active operation in strong inversion. For very small (and negative) values of V.4, MOS devices operate
in weak inversion, also called subthreshold operation, where an exponential voltage-current relationship holds. For
large values of Vi, a combination of effects give rise to a sub-square-law voltage—current relationship. Both are con-
sidered in this section. Other advanced modelling concepts that an analog microcircuit designer is likely to encounter
are also covered, including parasitic resistances, short channel effects, and leakage currents.

1.4.1 Subthreshold Operation

Key Point: In subthreshold
operation, also called weak
inversion, transistors obey
an exponential voltage—
current relationship
instead of a square-law.
Hence, a small but finite
current flows even when
VGS = 0

where

The device equations presented for active or triode region MOS transistors in
the preceding sections are all based on the assumption that V. is greater than
about 100 mV and the device is in strong inversion. When this is not the case,
the accuracy of the square-law equations is poor. For negative values of Vg,
the transistor is in weak inversion and is said to be operating in the subthreshold
region. In this regime, the dominant physical mechanism for conduction
between drain and source is diffusion, not drift as in strong inversion, and the
transistor is more accurately modelled by an exponential relationship between
its control voltage (at the gate) and current, somewhat similar to a bipolar tran-
sistor. In the subthreshold region, the drain current is approximately given by an
exponential relationship.

Ioeub-tn) = IDO(VTV)e“‘Ve“/””) (1.118)
n= Ce*Cu_ s (1.119)
Cox
k 2
ID() = (n_ l)uncox(g-r) (1120)

and it has been assumed that Vg = 0 and Vpg> 75 mV. Not captured here is drain-induced barrier lowering, a
short-channel effect that causes subthreshold current to also depend on drain-source voltage.
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Plotting drain current on a logarithmic axis versus Vgs in the subthreshold regime gives a straight line. The
inverse of this slope, called the subthreshold slope and equal to In(10) - nkT/q = 2.3nkT/q, is a measure of
the voltage change in Vg5 required to effect an order-of-magnitude change in subthreshold drain current.

Also note that the current does not drop to zero even when Vs = 0V . This residual drain current is called
subthreshold leakage and considering equation (1.118) is given by

Ly = lm("‘fﬁe“‘”‘/“m = (n- 1>uncm("‘fﬁ(%)ze““«/"”> (1.121)

Equation (1.121) reveals a complex temperature dependence due to the explicit inclusion of absolute temperature
(T), and due to the temperature dependence of carrier mobility (u, ) and threshold voltage (V,). In general, sub-
threshold leakage increases significantly with temperature and is often a dominant source of power consumption
in analog circuits that are temporarily powered down or in standby.

EXAMPLE 1.16

A transistor has a subthreshold leakage current of I, = 10 nA at 300 K. How much must V; decrease to reduce
IOff to 1 rllA‘7

Solution

From (1.118), it is evident that to decrease subthreshold drain current by a factor of 10 requires that Vg
decrease by In(10)-nkT/gq = 90 mV  at room temperature. This can be achieved either by decreasing
Vs, or increasing V.

The transconductance of a transistor in the subthreshold region is determined by taking the derivative of
(1.118) with respect to Vg resulting in

Om(sub-th) = (ﬁ)lm(\%’)e“‘vwmm = % (1.122)

Note that for fixed drain current, |5, the transconductance in subthreshold is independent of V;. Normalizing the
transconductance with respect to the drain current yields a constant value in subthreshold,

gm(subfth) = i (1123)
Ip(sub—th) nkT

As Vgs is increased well beyond V,, the MOS device enters strong inversion and
the transconductance then decreases in inverse proportion to V., as indicated by .
(1.78). Hence, for a fixed drain current, transconductance of a MOS device is d_ram current, the small
10 > > signal transconductance of
maximized in the subthreshold region with the value given in (1.122). In other | ; A0S device is maximized
words, a targeted value of transconductance can be achieved with less drain cur- | in subthreshold operation
rent in the subthreshold region than in strong inversion. However, to achieve prac- | at a value of g,,=qlp/nkT.
tically useful values of transconductance in the subthreshold region requires a
transistor with a very large aspect ratio, W/ L. Such large aspect ratios generally imply large parasitic capacitances
making very high-speed operation difficult. Therefore, subthreshold operation is useful primarily when speed can
be sacrificed for lower drain currents and, hence, generally lower power consumption.

Key Point: For a fixed




44 Chapter 1 « Integrated-Circuit Devices and Modelling

The transition between subthreshold and strong inversion is not abrupt. For a broad range of gate-source volt-
ages, both diffusion and drift currents with comparable magnitudes exist making accurate device modeling in this
region notoriously difficult. This is generally referred to as moderate inversion. To get a feel for what gate-source
voltages imply moderate inversion, equate the expressions for g, in active mode (1.78) and Qmsub_) (1.122) and
solve for Vg resulting in

Vo = 20KT (1.124)

q
At room temperature and assuming n =~ 1.5, moderate inversion occurs around V.~ 75mV, increasing to

approximately 90 mV at 350 K. Hence, to ensure operation in strong inversion, prudent designers generally take
Vefi > 100 mV.

EXAMPLE 1.17

Estimate the value of n from the data for the NMOS device in Example 1.9 at T = 300K.

Solution

The logarithmic plot of |y versus Vgg in Fig. 1.28(a) has a slope equal to (2.3nkT)/q which in this case can be
used to estimate n. The dashed line shows a reasonable fit with n = 1.6. This estimate can be confirmed by look-
ing at the plot of g,,/lp also on Fig. 1.28(b), which should reach a maximum of q/nkT in subthreshold. Again,
the dashed line with n = 1.6 is a reasonable approximation. Also shown on that plot is the result for the square-
law model based on (1.78) based on the threshold voltage of V,, = 0.45 V obtained in Example 1.9. Note that the
two regions intersect at Vgs = Vi, + 2nkT/q.

1.4.2 Mobility Degradation

Transistors subjected to large electric fields experience a degradation in the effective mobility of their carriers.
Large lateral electric fields, as shown in Fig. 1.29 for an NMOS device, accelerate carriers in the channel up to a

30,
q/nkT F
26f === mmmmmaaaaa LT
1 Square law
~ 20 v On/lo =2/ Ve
2
o 15
%
o 'O Intersection at :
5 Vet = 2nkT/q
0 0.1 0.2 0.3 0.4 0.5 0.6 GO 0.2 0.4 ) 0.6 0.8 1
(a) Vas (V) (b) Vas (V)

Fig. 1.28 Drain current and fransconductance of a MOS device in subthreshold.
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maximum velocity, approximately 107 cm/s in silicon. This is referred to as velocity saturation. Vertical electric
fields greater than approximately 5-10° V/m cause the effective channel depth to decrease and also cause more
charge-carrier collisions.

For the purposes of design, these effects may be modeled together by an effective carrier mobility that
decreases at high V.,

TR Y (1.125)
([1+(8Ve)™D "

where 6 and m are device parameters. Substituting the effective carrier mobility, W, e, from (1.125) in place of
K, in equation (1.72) gives a new expression for the drain current incorporating mobility degradation.

L = LuCo Vi ————] (1.126)
2 b v

For small values of V., the final term in equation (1.126) approaches unity and the entire expression simplifies to
the square-law relationship in (1.72). For values of V;» 1/6, the final term in (1.126) approaches (1/60V )
resulting in a linear relationship between effective gate-source voltage and current. Taking the derivative of
(1.126) with respect to gate-source voltage assuming large Vi gives a small-signal transconductance that is inde-
pendent of drain current,

1 W1
gm(mob-deg) = EMnCoxré (1127)

Equation (1.127) establishes the maximum transconductance achievable with a given transistor. A square-law
model for transconductance (1.73) predicts a transconductance equal to (1.127) when V; = 1/26. Due to mobil-
ity degradation, increases in Vo beyond 1/26:

« fail to provide significant increases in small-signal transconductance,

+ reduce the available signal swing limited by the fixed supply voltages, and

* reduce transistor intrinsic gain A; dramatically

VS VG VD
o

Vertical Electric Field

Lateral Electric Field

Fig. 1.29 An NMOS device in active mode (saturation) identifying the lateral and vertical electric
field components.
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For these reasons, operation under mobility degradation is generally avoided in analog design, although this is
becoming increasingly difficult in modern CMOS processes. Transistors are, however, sometimes biased with
Veii > 1/20 when their size must be limited. For example, when very-high frequency operation is sought, para-
sitic capacitances must be minimized by keeping all transistor dimensions as small as possible.

Key Point: For large
values of Vg , transistors
have a sub-square-law
voltage current relation-
ship, tending towards a
linear relationship for very
large values of V.

For operating conditions around V4 ~ 1/26, more sophisticated modeling is
required to obtain high accuracy [Sodini, 1984]. However, a piecewise-linear
assumption whereby (1.73) is applied when Vg ;< 1/26 and (1.127) when
Vi > 1/20 is often sufficient for first pass design.

In the past, mobility degradation appeared only at extremely large values of
V.1, but this is no longer always the case. Shrinking MOS device dimensions
have meant that lower voltages are required to generate the critical electric
fields. The value of 6 increases from around 0.06 V- for a 0.8-um-long transis-

tor in a 0.8-um CMOS process, to greater than 2 V! for minimum-sized devices in modern CMOS processes.
Hence, mobility degradation can appear at Vo values of only a few hundred mV. Since (1.124) places a funda-
mental lower limit of Vo> 100 mV to ensure operation in strong inversion there remains only a narrow range of
effective gate-source voltages for which the square-law voltage—current relationship expressed in (1.72) remains
valid in nanoscale CMOS devices. In many voltage-to-current conversion circuits that rely on the square-law
characteristic, this inaccuracy can be a major source of error. Taking channel lengths larger than the minimum

allowed helps to minimize this degradation.

EXAMPLE 1.18

Estimate the value of 6 based on the data in Fig. 1.30.

Solution

Mobility degradation is evident at high values of V.; where the drain current in Fig. 1.30(a) is clearly sub-
quadratic. An estimate of 8 is more easily obtained from the plot of g,, versus Vgs in Fig. 1.30(). The value of
V. at which the transconductance ceases to follow a linear relationship is approximately 1/26. In this case, this

8

Square law model ':'

Ves (V)
(a)

Fig. 1.30 Drain current and fransconductance of a MOS device in at large values of V.

HaCox(W/L)(1/26)

)

 Intersection at
Ver = 1/26

ra

Ves (V)

(b)

0.8 1 1.2
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occurs at approximately Vgs = 0.75 V or Vo = 0.3 V, corresponding to 6 = 1.7 V™. At V> 0.3 V, the con-
stant p,Co(W/L)(1/20) can be used as a rough estimate of g,,. More accuracy is provided using the model of

(1.126) with, in this case, a value m

1.6 resulting in the dotted line on Fig. 1.30(b).

1.4.3 Summary of Subthreshold and Mobility Degradation Equations

The key expressions for operation in subthreshold, strong-
inversion, and mobility degradation are summarized in Table
1.1 and the progression of transistor drain current and small-
signal transconductance as its gate-source voltage is swept is
sketched in Fig. 1.31. Transition regions appear at the borders
between these operating modes where the voltage-current rela-
tionship and small-signal transconductance are compromises
between the expressions in the table. Generally, operation in or
near subthreshold is considered only for analog circuits where
low-power but low-speed operation is required. Operation
under mobility degradation is necessary only when very high-
speed is required, thus demanding minimal parasitic capaci-
tances and, hence, low device aspect ratios.

1.4.4 Parasitic Resistances

Parasitic resistance appears in series with all four MOSFET
terminals. The resistance of the polysilicon gate carries no dc

Sub-
Ip thresh.

A

Square
law

Mobility
degrad.

gm = dlp/dVes

» Ves

Fig. 1.31 The progression of transistor
drain current and small-signal franscon-
ductance from subthreshold to square
low to mobility degradation.

current, but may be significant in small-signal analysis since
it is in series with the gate-source capacitance, Cy,. Contacts
to the drain and source region are resistive and may have
significant voltage drops across them when carrying large

currents. Additionally, in modern CMOS processes, the drain

Table 1.1 A summary of MOS device operation in the subthreshold, strong inversion, and mobility
degradation regions.
Subthreshold Strong Inversion Mobility Degradation
(exponential) (square-law) (linear)
Region of validity Ver S0 2nkT Vi < L Ve > L
q 20 26
2
Drain current, I IDO(V—V) @ (@Ver/nKT) l“nCoxWVzﬁ 0.5u,Cox(W/L)Vg
L 2 L [1+(0Ve)™" ™
Small-signal
transconductance, 9m_ alo 2o _ HnCoxV—vVen lun ole
nkT Vet 2 Lo

Most useful Very low-power

operation

Most analog design

Very high-speed
operation
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and source regions themselves are engineered to have a very shallow depth near the channel region. These shal-
low source and drain extensions present a narrow cross-sectional area through which all channel current must
flow resulting in significant series resistance. Finally, the body terminal is relatively lightly doped semiconduc-
tor and, hence, may impose a significant series resistance. All of these parasitics are generally on the order of a
few Ohms, and hence are only considered when they are conducting very large currents, or at very high fre-
quencies where the resistances combine with transistor parasitic capacitances to form small-signal poles of sig-
nificance. Furthermore, they can often be minimized by proper design (for example, by providing additional
contacts). They are considered negligible throughout the remainder of the text.

1.4.5 Short-Channel Effects

A number of short-channel effects degrade the operation of MOS transistors as device dimensions are scaled
down. These effects include reduced output impedance and hot-carrier effects (such as oxide trapping and sub-
strate currents). These short-channel effects will be briefly described here. For more detailed modelling of short-
channel effects, see [Wolf, 1995].

Transistors with short channel lengths experience a reduced output impedance because depletion region vari-
ations at the drain end (which affect the effective channel length) have an increased proportional effect on the
drain current. In addition, a phenomenon known as drain-induced barrier lowering (DIBL) effectively lowers V,
as Vps is increased, thereby further lowering the output impedance of a short-channel device.

Another important short-channel effect is due to Aot carriers. These high-velocity carriers can cause harmful
effects, such as the generation of electron-hole pairs by impact ionization and avalanching. These extra electron-
hole pairs can cause currents to flow from the drain to the substrate, as shown in Fig. 1.32. This effect can be mod-
elled by a finite drain-to-ground impedance. As a result, this effect is one of the major limitations on achieving
very high output impedances of cascode current sources. In addition, this current flow can cause voltage drops
across the substrate and possibly cause latch-up, as the next chapter describes.

Another hot-carrier effect occurs when electrons gain energies high enough to tunnel into and possibly
through the thin gate oxide. Thus, this effect can cause dc gate currents. However, often more harmful is the fact
that any charge trapped in the oxide will cause a shift in transistor threshold voltage. As a result, hot carriers are
one of the major factors limiting the long-term reliability of MOS transistors.

VG >> th VD >>0

? Gate

current

Punch-through _1 .
current ® Drain-to-substrate
o K "current

=

Fig. 1.32 Anillustration of hot carrier effects in an n-channel MOS transistor. Drain-to-substrate
current is caused by electron-hole pairs generated by impact ionization at the drain end of the
channel.
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A third hot-carrier effect occurs when electrons with enough energy punch through from the source to the
drain. As a result, these high-energy electrons are no longer limited by the drift equations governing normal
conduction along the channel. This mechanism is somewhat similar to punch-through in a bipolar transistor,
where the collector depletion region extends right through the base region to the emitter. In a MOS transistor, the
channel length becomes effectively zero, resulting in unlimited current flow (except for the series source and drain
impedances, as well as external circuitry). This effect is an additional cause of lower output impedance and possi-
bly transistor breakdown.

All of the hot-carrier effects just described are more pronounced for n-channel transistors than for their
p-channel counterparts because electrons have larger velocities than holes.

1.4.6 Leakage Currents

Leakage currents impose limitations on how long a dynamically charged signal can be maintained in a high
impedance state, and on the minimum power consumption achievable when an analog circuit is in an idle (power-
down) state. Three leakage currents are important in MOS transistors: subthreshold leakage, gate leakage, and
junction leakage. Of these, subthreshold leakage is often the largest. It results in a finite drain current even when
the transistor is off, and was described in detail in section 1.4.1. Gate leakage results from quantum-mechanical
tunneling of electrons through very thin gate oxides, and can be significant in digital circuits and when large gate
areas are used, for example to implement a capacitor. Finally, the reverse-biased source-body and drain-body pn
junctions conduct a finite leakage current. This leakage can be important, for example, in estimating the maximum
time a sample-and-hold circuit or a dynamic memory cell can be left in hold mode. The leakage current of a
reverse-biased junction (not close to breakdown) is approximately given by
An;

I, = 80, (1.128)
To

where A; is the junction area, n; is the intrinsic concentration of carriers in undoped silicon, T, is the effective
minority carrier lifetime, X4 is the thickness of the depletion region, and 1, is given by

Ty = %(rn+rp) (1.129)

where 1, and 1, are the electron and hole lifetimes. Also, Xq4 is given by

= HKsqog vy (1.130)
gNa

n = J/NcNy e/ *D (1.131)

where N¢ and Ny are the densities of states in the conduction and valence bands and Ej is the difference in energy
between the two bands.

Since the intrinsic concentration, n;, is a strong function of temperature (it approximately doubles for every
temperature increase of 11 °C for silicon), the leakage current is also a strong function of temperature. The leakage
current roughly doubles for every 11 °C rise in temperature; thus, at higher temperatures it is much larger than at
room temperature.

x
-9

and n; is given by
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1.5 SPICE MODELLING PARAMETERS

This section briefly describes some of the important model parameters for diodes and MOS transistors used during
a SPICE simulation. It should be noted here that not all SPICE model parameters are described. However, enough
are described to enable the reader to understand the relationship between the relative parameters and the corre-
sponding constants used when doing hand analysis.

1.5.1 Diode Model

There are a number of important dc parameters. The constant g is specified using either the parameter IS or JS in
SPICE. These two parameters are synonyms, and only one should be specified. A typical value specified for Ig
might be between 107! A and 107! A for small diodes in a microcircuit. Another important parameter is called
the emission coefficient, n;. This constant multiplies V; in the exponential diode I-V relationship given by

Vge/(nVy)

I, = Lge (1.132)

The SPICE parameter for n; is N and is defaulted to 1 when not specified (1 is a reasonable value for junctions in
an integrated circuit). A third important dc characteristic is the series resistance, which is specified in SPICE
using RS. It should be noted here that some SPICE programs allow the user to specify the area of the diode,
whereas others expect absolute parameters that already take into account the effective area. The manual for the
program being used should be consulted.

The diode transit time is specified using the SPICE parameter TT. The most important capacitance parameter
specified is CJ. CJO and CJ are synonyms—one should never specify both. This parameter specifies the capaci-
tance at 0-V bias. Once again, it may be specified as absolute or as relative to the area (i.e., F/m’), depending on
the version of SPICE used. Also, the area junction grading coefficient, MJ, might be specified to determine the
exponent used in the capacitance equation. Typical values are 0.5 for abrupt junctions and 0.33 for graded junc-
tions. In some SPICE versions, it might also be possible to specify the sidewall capacitance at 0-V bias as well as
its grading junction coefficient. Finally, the built-in potential of the junction, which is also used in calculating the
capacitance, can be specified using PB. PHI, VJ, and PHA are all synonyms of PB.

Reasonably accurate diode simulations can usually be obtained by specifying only IS, CJ, MJ, and PB. How-
ever, most modern versions of SPICE have many more parameters that can be specified if one wants accurate tem-
perature and noise simulations. Users should consult their manuals for more information.

Table 1.2 summarizes some of the more important diode parameters. This set of parameters constitutes a min-
imal set for reasonable simulation accuracy under ordinary conditions.

Table 1.2 Important SPICE parameters for modelling diodes.

SPICE Model

Parameter  Constant Brief Description Typical Value
IS Is Transport saturation current 107 A

RS R4 Series resistance 30 Q

TT Tp Diode transit time 12 ps

CcJ Ci Capacitance at 0-V bias 0.01 pF

MJ m; Diode grading coefficient exponent 0.5

PB D, Built-in diode contact potential 09V
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1.5.2 MOS Transistors

Modern MOS models are quite complicated, so only some of the more important MOS parameters used in SPICE
simulations are described here. These parameters are used in what are called the Level 2 or Level 3 models. The
model level can be chosen by setting the SPICE parameter LEVEL to either 2 or 3. The oxide thickness, t,,, is
specified using the SPICE parameter TOX. If it is specified, then it is not necessary to specify the thin gate-oxide
capacitance (C,,, specified by parameter COX). The mobility, w,, can be specified using UO. If UO is specified,
the intrinsic transistor conductance (u,C,,) will be calculated automatically, unless this automatic calculation is
overridden by specifying either KP (or its synonym, BETA). The transistor threshold voltage at Vg = 0 V, Vi,
is specified by VTO. The body-effect parameter, y, can be specified using GAMMA, or it will be automatically
calculated if the substrate doping, N,, is specified using NSUB. Normally, one would not want SPICE to calculate y
because the effective substrate doping under the channel can differ significantly from the substrate doping in the
bulk due to threshold-voltage adjust implants. The output impedance constant, A, can be specified using
LAMBDA. Normally, LAMBDA should not be specified since it takes precedence over internal calculations and
does not change the output impedance as a function of different transistor lengths or bias voltages (which should
be the case). Indeed, modelling the transistor output impedance is one of weakest points in SPICE. If LAMBDA
is not specified, it is calculated automatically. The surface inversion potential, |2¢g, can be specified using PHI,
or it will be calculated automatically. Another parameter usually specified is the lateral diffusion of the junctions
under the gate, Ly, which is specified by LD. For accurate simulations, one might also specify the resistances in
series with the source and drain by specifying RS and RD (typically only the source resistance is important). Many
other parameters exist to model such things as short-channel effects, subthreshold effects, and channel-width
effects, but these parameters are outside the scope of this book.

The modelling of parasitic capacitances in SPICE is quite involved. The capacitances under the junctions
per unit area at 0-V bias, (i.e., Cj) can be specified using CJ or can be calculated automatically from the
specified substrate doping. The sidewall capacitances at 0 V, Cj 0, should normally be specified using CJSW
because this parameter is used to calculate significant parasitic capacitances. The bulk grading coefficient
specified by MJ can usually be defaulted to 0.5. Similarly, the sidewall grading coefficient specified by MJISW
can usually be defaulted to 0.33 (SPICE assumes a graded junction). The built-in bulk-to-junction contact
potential, ®,, can be specified using PB or defaulted to 0.8 V (note that 0.9 V would typically be more
accurate, but the resulting simulation differences are small). Sometimes the gate-to-source or drain-overlap
capacitances can be specified using CGSO or CGDO, but normally these would be left to be calculated auto-
matically using COX and LD.

Some of the more important parameters that should result in reasonable simulations (except for modelling
short-channel effects) are summarized in Table 1.3 for both n- and p-channel transistors. Table 1.3 lists reasonable
parameters for a typical 0.8-u m technology.

1.5.3 Advanced SPICE Models of MOS Transistors

Although the SPICE model parameters presented in the last section provide reasonable accuracy for long-channel
devices, for channel lengths L « Ium their accuracy becomes very poor. Many SPICE MOS models have there-
fore been developed to try to capture higher-order effects. A summary of the capabilities of the more common
modern SPICE model formats is provided in Table 1.4.

Unfortunately, these SPICE models require over 100 parameters to accurately capture transistor operation in
all of its modes over a wide range of temperatures. Many parameters are required because, for very small device
sizes, fundamental constants such as threshold voltage and effective carrier mobility become dependent on the
transistor’s exact width and length. Hence, it is strongly recommended that analog designers use only a small set
of “unit-sized” transistors, forming all transistors from parallel combinations of these elementary devices.
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Table 1.3 Areasonable set of Level 2 or 3 MOS parameters for a typical 0.8-um technology.

SPICE Model

Parameter Constant Brief Description Typical Value
VTO Vin:Vip Transistor threshold voltage (in V) 0.8:-0.9

uo Lt p Carrier mobility in bulk (in cm?/V-s) 500:175

TOX tox Thickness of gate oxide (in m) 1.8x 10

LD Lo Lateral diffusion of junction under gate (in m) 6x 107

GAMMA Y Body-effect parameter 0.5:0.8

NSUB Na:Np The substrate doping (in cm™) 3% 1016:7.5 x 1016
PHI |2 ¢ Surface inversion potential (in V) 0.7

PB D, Built-in contact potential of junction to bulk (in V) 0.9

CJ Ci Junction-depletion capacitance at 0-V bias (in F/m?) 25%x10*4.0x 10™
CISW Ci.swo Sidewall capacitance at 0-V bias (in F/m) 20x10":28%x 107"
MJ m; Bulk-to-junction exponent (grading coefticient) 0.5

MISW Mo Sidewall-to-junction exponent (grading coefficient) 0.3

Table 1.4 A summary of modern SPICE model formats.

SPICE

Model Main strengths compared with previous device models

BSIM3 Improved modeling of moderate inversion, and the geometry-dependence of device
parameters. This also marked a return to a more physics-based model as opposed to the
preceding highly empirical models.

EKV Relates terminal currents and voltages with unified equations that cover all modes of transistor
operation, hence avoiding discontinuities at transitions between, for example, weak and strong
inversion. Also handles geometry-dependent device parameters.

BSIM4 Improved modeling of leakage currents and short-channel effects, noise, and parasitic resistance
in the MOSFET terminals, as well as continued improvements in capturing the geometry-
dependence of device parameters.

PSP Improved modeling of noise and the many short-channel and layout-dependent effects now

dominant in nanoscale CMOS devices. Particular effort was made to accurately model
nonlinearities, which requires accuracy in the high-order derivatives of the transistor’s
voltage—current relationships.

For example, for a minimum gate-length of L, device sizes with (W/L) = (8Lmin/Lmin)s (12Lmin/ 1.5Lmin),
(16Lmin/2Lmin), and (32Lin/4Lmin) in both NMOS and PMOS varieties might be chosen. Then, if a transistor of
size (W/L) = (240Ln/2L i) is desired, simply combine 15 of the (16L /2L mn)-devices in parallel as shown
in Fig. 1.33. Of course this practice restricts the device sizes available for design, but the benefits of having device
parameters that are consistent and well-understood far outweigh this minor drawback.

For each device in the set, rough estimates of a few basic model parameters such as p,C,,, Vi, etc. may be
obtained from simulation data, or better yet measurements, of the unit-sized devices following the procedures in
Examples 1.9, 1.11, 1.17, and 1.18. These rough model parameters may be used for the many quick hand-
calculations performed in the course of first-pass design. Similarly, the unit-transistor’s parasitic capacitances may
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Fig. 1.33 Realization of a transistor by parallel combination of smaill unit-sized transistor
elements.

be observed under a typical biasing condition; these capacitance values can then be used to obtain rough estimates
of circuit parasitics. Several sets of such parameters that are representative of various CMOS technologies are
presented in Table 1.5. When refinement and detailed verification of a design are required, these are of course
performed with the aid of SPICE and the complete device models.

Some designers prefer to forgo the extraction of device parameters from data
and simply refer to plots of Fievice data th.roughc.)ut the design process, logking up model files corre-
small-signal parameters at different operating points. In any case, performing basic sponding to each of
device simulations at the outset of any analog design is useful, not only for extract- the columns in
ing approximate device parameters from complex MOS models, but also because it able on ?Zle)lzo]é li Z}’; eb?;taél_
may expose shortcomings in the device models themselves or even the simulation for simulation exercises.
environment. For example, discontinuities observed in plots of drain current or its
derivatives are an indication that the model may be unreliable in that region.

’9 SPICE! MOSFET

Table 1.5 MOSFET parameters repre sentative of v arious C MOS technologies and used for
rough hand calculations in this text.

0.8 pm 0.35 um 0.18 um 45 nm

Technology NMOS PMOS NMOS PMOS NMOS PMOS NMOS PMOS
uCo: (LA/V?) 92 30 190 55 270 70 280 70
Vi (V) 0.80 -0.90 057 -0.71 045 045 045 -0.45
AL (um/V) 0.12 0.08 0.16 0.16 0.08 0.08 0.10 0.15
Cox (fF/um?) 1.8 1.8 4.5 4.5 8.5 8.5 25 25
tox (nm) 18 18 8 8 5 5 1.2 1.2

n 1.5 1.5 1.8 1.7 1.6 1.7 1.85 1.85
0 (1/V) 0.06 0.135 1.5 1.0 1.7 1.0 23 2.0
m 1.0 1.0 1.8 1.8 1.6 2.4 3.0 3.0
Co/W = Lo ,Cox 020 0.20 0.20 0.20 0.35 0.35 0.50 0.50

(fF/pm)
Car/W=Cyp/W 050 0.80 0.75 1.10 0.50 0.55 0.45 0.50

(fF/pm)
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1.6 PASSIVE DEVICES

Passive components are often required for analog design. However, since transistor performance is the primary
consideration in the development of most integrated-circuit fabrication technologies, integrated-circuit passive
components exhibit significant nonidealities that must be understood by the analog designer. The most common
passive components in analog integrated-circuit design are resistors and capacitors.

1.6.1 Resistors

Strip Resistors

The simplest realization of an integrated-circuit resistor is nothing more than a strip of conductive material above
the silicon substrate, as shown in Fig. 1.34. The conductivity of the material from which the strip is made is gener-
ally characterized by its sheet resistance, R, which is derived in terms of basic material properties in Section
1.7.4 and has units of Q. This, along with the dimensions of the strip, determine the value of the resistor.

R =R, (Vb) (1.133)

This equation is also useful for calculating the resistance of interconnects used in integrated circuits. Multiple
strips may be combined in series or in parallel to realize the desired total resistance without requiring impracti-
cally large or small values of L or W.

Strip resistors inevitably have parasitic capacitances to the silicon substrate which is generally held at a con-
stant reference potential. A simple small-signal model is shown in Fig. 1.34. Although strictly speaking the capac-
itance is distributed evenly along the resistor, this first-order model simply splits the total capacitance into two
lumped capacitors at either end of the resistor.

EXAMPLE 1.19

In many CMOS manufacturing processes, polysilicon strips are used to provide a controllable sheet resistance for
analog design. A typical value is Ry = 500Q. If each strip is 1pm wide and 5um long, how many must be con-
nected in series to make a resistor of value 50kQ?

Solution

Each strip has a resistance of

R = R, (VLV) - 5009(%:‘:) = 2.5kQ

Hence, 20 must be connected in series to realize the desired total resistance,

R = 20R = 20(2.5kQ) = 50kQ

Semiconductor Resistors

Integrated-circuit manufacturing processes that are developed primarily for digital design may not include any
materials with sufficient sheet resistance to realize practically useful resistor values. In these processes, a lightly-
doped section of the silicon substrate with contacts at either end may be used as a resistor. The common case of a
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Fig. 1.34 A sfrip-resistor and its model including parasitic capacitances to the grounded substrate.
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Fig. 1.35 Aresistor made from a lightly doped semiconductor region with depletion region capac-
itances shown.

type-n resistor in a p-substrate is shown in Fig. 1.35. The resistor is isolated from the grounded substrate by a
reverse-biased pn-junction. Depending on the dopant concentration, the effective sheet resistance may be in the
range of 10’s of Ohms with a complex temperature dependence. A detailed derivation is presented in section 1.7.4
resulting the in the following sheet resistance, assuming a uniform height (depth) resistor, H:

Ry= —1 (1.134)
qu.HnN,

The small-signal model in Fig. 1.34 is also applicable to semiconductor resistors. However, unlike strip
resistors, the parasitic capacitors are junction capacitances so their values depend on the voltages at either
end of the resistor. Furthermore, the extent to which the depletion region extends into the resistor also
depends upon the resistor’s terminal voltages, so its effective cross-section and resistance will change with
voltage. This can be problematic for analog design since capacitors and resistors whose values depend on
their terminal voltages are nonlinear circuit elements and will introduce harmonic distortion when subjected
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to time-varying signals. Finally, the parasitic capacitances Cg, and Cg, for semiconductor resistors are typi-
cally larger than for strip resistors because they can be located further from the grounded substrate, and
because the relative permittivity of silicon (K; = 11.8) is higher than that of the silicon dioxide insulation
above the substrate (Ko, = 3.9).

EXAMPLE 1.20

A 4 kQ resistor is to be formed from a single 3-um-wide strip of type-n silicon with a dopant concentration of
Np = 10 atoms/m’ that extends to a depth of H = 2 um into a type-p substrate that has a dopant concentration
of Na = 10 atoms/m’. Find the length of the resistor and estimate the parasitic capacitances. Assume that the
resistor-substrate junction has a 3-V reverse bias, and p, = 8- 10”2 m*/V - s inside the resistor.

Solution

Substitution into (1.134) yields a sheet resistance of

_ 1
(1.6 -107")(8-107)(2 - 107%)(10™)

Ro = 390 QO/sq

Rearranging (1.133),

R 4 kQ
L = —)W:( 3 um = 31 um
( 0.39 k H H

This lightly-doped junction has a built-in voltage lower than was calculated in Example 1.2.

10”2 x 10%

D, = 0.026 x ln[ 2] =077V
(1.1 x10")

The junction capacitance per unit area, assuming an abrupt one-sided junction (N, « Np) and using the reverse
bias voltage Vi = 3 V, may be calculated as follows:

-19 “12 2
c, - [KezNa _ A/1.6x 107 1.8 x 8854 x 102 x 102 _ 33 0 oo
20, 2%0.77

C = —0 = OB mime 0.5 fEum?

1+\£{ /\/1+i
@, 0.77

The resistor forms a pn-junction with an area of WL = (3 um-31 um) = 93 pm’ and sidewalls having an
area approximately equal to the resistor perimeter times its height,

Agw = G um+31 um+3 pm+31 pm) -2 um = 136 pm?
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Adopting the simple model of Fig. 1.35 and assuming negligible voltage drop across the resistor, the total capaci-
tance may be divided equally between the two resistor terminals.

_ (WL+A,)C; _ (93+136)0.15
2 2

CR1=CR2 fF= 17fF

Triode MOS Resistors

There is a third method to realize resistors on an integrated circuit with which the reader is already familiar: a
MOS device in triode. Pictured in Fig. 1.11, this is effectively a semiconductor resistor where the channel depth,
and hence resistance, are modulated by a gate voltage. Therefore, like semiconductor resistors, triode MOS
devices exhibit nonlinear resistance and parasitic capacitances. But, because the conducting channel region is
much shallower than in semiconductor resistors, the resistance is even more nonlinear than a semiconductor resis-
tor. Typically, MOS triode resistors are only used when the voltage across the resistor terminals (i.e. the drain and
source of the MOS device) will remain significantly less than V.

In spite of these shortcomings, MOS devices in triode have two unique properties that make them very useful
as resistors in analog integrated-circuit design. First, the value of resistance may be tuned via a third terminal: the
gate voltage. Second, relatively large values of resistance can be realized in a very compact area.

EXAMPLE 1.21

As in Example 1.19, you require a resistor of value 50kQ . However, since the voltage across the resistor is never
expected to exceed 200 mV, you decide it is feasible to use a n-channel MOS devices in triode to implement it.
You elect to use multiple devices sized W/L = 2um/1um to avoid short-channel effects. If 1,Coy = 300uA/V?,
Vi = 0.3V, and you elect to use Vgs = 1V, find the number of series devices required to implement the resistor.
Compare the resulting device area to that calculated in Example 1.19 for a strip resistor.

Solution

The resistance of a device in triode is given in equation (1.104).

-1

W
f4s = anox[rj (VGS - th)

2|Ll—mj(1v—o.3V)
Ipm

300pA/V2{

2.38kQ

With 21 such devices in series, the desired resistance 21 - 2.38kQ = 50kQ is realized. This is considerably smaller
than combining 20 strip resistors in series, each 5pm x 1um, as in Example 1.19.

Regardless of how they are implemented, resistor values vary greatly from one integrated circuit to another
and with changes in temperature. Fortunately, with some care it is possible to ensure that such variations effect all
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resistors on a given integrated circuit approximately equally. Analog integrated circuits must often be designed to
function properly even when the resistor values change by 10 — 40%.

1.6.2 Capacitors

pn Junction Capacitors

The capacitance provided by reverse-biased pn-junctions has already been discussed in Section 1.1. Junction
capacitances may be introduced intentionally into an analog design to serve as a capacitor. They provide a rela-
tively high value of capacitance per unit area since the depletion region can be quite thin and the relative permit-
tivity of silicon is quite high (K = 11.8). Their capacitance can be tuned by adjusting the voltage across them.
When used to realize a variable capacitor in this way, they are called varactors.

Unfortunately, several features of junction capacitances pose problems for analog design. First, although the
tunability of their capacitance is useful in some applications, it also makes them nonlinear elements that distort
time-varying signals. Second, the value of capacitance realized by a given size junction varies considerably with
dopant concentration which is difficult to control during integrated circuit manufacturing. Finally, junction capac-
itors have more leakage current than other types of integrated circuit capacitors. The most common application for
pn junction capacitors is as a varactor in tunable radio-frequency circuits, notably oscillators, although even there
MOS capacitors are now often favoured.

MOS Capacitors

Since the gate oxide is the thinnest dielectric available in an integrated circuit, it is imminently sensible to build
capacitors around it. There are many ways to do so. All comprise gate and silicon conducting “plates” separated
by the gate oxide as a dielectric. All are nonlinear capacitors, whose value depends on the voltage across it. The
detailed modeling of all of these is beyond the scope of this section, so we will focus on just one common struc-
ture: the PMOS transistor.

When using a PMOS transistor, one terminal is the gate and the other is the source, drain, and body all
shorted together underneath, shown schematically in Fig. 1.36(a). In this configuration, Vps = 0 and Vgg = —Vgs
is the voltage on the capacitor. Small-signal models for a NMOS transistor in this mode were covered in Section
1.2.8, but the salient points are repeated here for a PMOS device.

If Vs > |V, the device enters triode and the small-signal capacitance is given by the sum of Cys and Cyq
from equation (1.105) and two overlap capacitances, C,,, from equation (1.90).

CMOS(on) = WLCox + 2WL0VCOX (1 135)

+  Vga -
Chwos

o—o—l |—o
i 1_ CMOS(off) Co I_

{ > VSG —

Vel

(a) (b) (c)

Fig. 1.36 A PMOS capacitor: (a) schematic symbol; (b) nonlinear capacitance; (c) small-signal
model.
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If Vga <|Vyy|, the channel under the device turns off and the small-signal capacitance is mainly provided by only
the overlap capacitances Cgys and Cgyq in equation (1.110).

CMOS(off) = ZWLOVCOX (1136)

Here, we have neglected Cgy, which is assumed to be much smaller. Finally, if Vs becomes significantly less than
zero, the silicon immediately under the gate will eventually accumulate n-type carriers and become conducting
again, thus increasing the small-signal capacitance back to a value close to (1.135). Hence, the structure’s smalls-
signal capacitance varies with voltage as shown in Fig. 1.36(b).

The PMOS body terminal is typically a n-type well in the p-type substrate, isolated from ground by a reverse-
biased pn-junction. This of course introduces a junction capacitance between the body and ground, C,, which can
be quite large and whose value varies with changes in the body voltage. A simple small-signal model is shown in
Fig. 1.36(c). For more accurate modeling, a series resistance may be included in series with Cyos due to the resis-
tance of the inverted channel or body region.

Clearly this is a highly nonlinear capacitor and should be used with care in analog design. Nevertheless, it is
popular for three reasons. First, because it is relatively well-modeled by standard circuit simulators. It is, after all,
a transistor. Second, the very thin gate oxide ensures a high capacitance-per-unit-area. Third, it requires no special
modifications to CMOS integrated-circuit fabrication processes.

Metal-metal

To realize a purely linear capacitance on an integrated circuit, it is necessary to avoid the use of semiconductors
for either plate. Instead, the many electrically-isolated layers of conductors above the silicon substrate are used.

Two different geometries used to implement metal-metal capacitors are shown in Fig. 1.37. The capacitance
of the parallel-plate structure is approximately

C = 8:4’* (1.137)

where t,, is the spacing between plates (on the order of 0.1 - 10 um)), &,, is the permittivity of the insulator
between plates (often silicon dioxide, for which g, = 3.9¢,), and A is the area of the plate. Equation (1.137)
neglects the fringe fields around the edges of the capacitor, but these are relatively small if the capacitor area is
large. Some integrated circuits are specially engineered to provide parallel-plate capacitors with very small t,,
and/or large e,,, thus permitting small area A for a given value of capacitance. For example, two polysilicon
(gate) layers are sometimes stacked on top of each other very closely to realize a “double-poly capacitor”.'® If no
such provision is made, the normal metal layers intended for wiring may be used.

The parallel-plate structure is asymmetric since the bottom plate is in closer proximity to the silicon substrate
and electrically shields the top plate from ground. Hence, the bottom plate has a larger parasitic capacitance,
C,, » C,,. This can often be exploited in analog designs by connecting the bottom plate to a node with a constant
potential with respect to ground, thus minimizing parasitics on the plate with time-varying potential. In light of
this, a slightly different symbol is used in this book, as shown in Fig. 1.37(a), when the distinction between top
and bottom plate is crucial.

The side-wall capacitive structure shown in Fig. 1.37(b) is becoming increasingly popular in modern inte-
grated circuits where metal wires may actually be made thinner (when viewed from above) than their height.
Hence, routing many of them immediately next to each other can provide a large total capacitance. In fact, the
capacitance-per-unit-area of such a structure is often greater than parallel-plate metal-metal structures (unless spe-
cial high-density parallel-plate capacitors are available). The structure is symmetric, with equal parasitics on
either side of the capacitor, C,, = C,,. However, the capacitance is more difficult to estimate since it is largely
provided by fringing electrical fields so appropriate computer tools are required to properly design them.

16. Although polysilicon is not a metal, it can be used to realize linear parallel-plate capacitors.
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(a)
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Si substrate
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Fig. 1.37 Metal-metal capacitor geometries: (a) parallel plate capacitor; (b) side-wall capacitors;
(c) small-signal model.

When using either of these geometries, parasitics are minimized by locating them as high above the silicon
substrate as possible. Of course, this may not be possible - for example, when a double-poly capacitor is being
used. Furthermore, either of these geometries, or combinations of them, may be stacked on top of each other. For
example, several parallel-plates may be stacked on top of each other with alternating layers shorted to provide a
metal “sandwich” capacitor. Such complex structures generally provide even higher capacitance per unit area, and
require the use of computer tools to accurately estimate their value.

1.7 APPENDIX

The purpose of this appendix is to present derivations for device equations that rely heavily on device physics
knowledge. Specifically, equations are derived for the exponential relationship and diffusion capacitance of
diodes, and for the threshold voltage and triode relationship for MOS transistors.

1.7.1 Diode Exponential Relationship

The concentration of minority carriers in the bulk, far from the junction, is given by (1.2) and (1.4). Close to the
junction, the minority-carrier concentrations are much larger. Indeed, the concentration next to the junction
increases exponentially with the external voltage, Vp, that is applied in the forward direction. The concentration of
holes in the n side next to the junction, p,, is given by [Sze, 1981]

2
P = P ” = ;—‘eVD/VT (1.138)

D
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Similarly, the concentration of electrons in the p side next to the junction is given by
VoVr N /vy

N, = Nye = —e (1.139)
A

As the carriers diffuse away from the junction, their concentration exponentially decreases. The relationship for
holes in the n side is

Pa(X) = pa(0)e” " (1.140)

where X is the distance from the junction and Ly, is a constant known as the diffusion length for holes in the n side.
Similarly, for electrons in the p side we have

ne(X) = ny(0)e " (1.141)

where L, is a constant known as the diffusion length of electrons in the p side. Note that p,, (0) and n, (0) are
given by (1.138) and (1.139), respectively. Note also that the constants L, and L, are dependent on the doping con-
centrations N, and Np, respectively.

The current density of diffusing carriers moving away from the junction is given by the well-known diffusion
equations [Sze, 1981]. For example, the current density of diffusing electrons is given by

o, = —and—"d@ (1.142)
X

where D, is the diffusion constant of electrons in the p side of the junction. The negative sign is present
because electrons have negative charge. Note that D, _ (KT /q)u,, where p, is the mobility of electrons. Using
(1.141), we have

dny(0) _ Mp(0) e Np(X) (1.143)
dx Ln I—n

Therefore

Jon = qL—D"np(x) (1.144)

n

Thus, the current density due to diffusion is proportional to the minority-carrier concentration. Next to the junc-
tion, all the current flow results from the diffusion of minority carriers. Further away from the junction, some of
the current flow is due to diffusion and some is due to majority carriers drifting by to replace carriers that recom-
bined with minority carriers or diffused across the junction.

Continuing, we use (1.139) and (1.144) to determine the current density next to the junction of electrons in
the p side:
ab,

JD-n =

np(0)

(1.145)

AD, N vorvy

L, N,
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For the total current of electrons in the p side, we multiply (1.145) by the effective junction area, Ap. The
total current remains constant as we move away from the junction since, in the steady state, the minority car-
rier concentration at any particular location remains constant with time. In other words, if the current changed
as we moved away from the junction, the charge concentrations would change with time.

Using a similar derivation, we obtain the total current of holes in the n side, ID,p, as

~ ADannfevD/vT

1.146
N (1.146)

D-p

where D,, is the diffusion constant of electrons in the p side of the junction, L, is the diffusion length of holes in
the n side, and Nj, is the impurity concentration of donors in the n side. This current, consisting of positive carri-
ers, flows in the direction opposite to that of the flow of minority electrons in the p side. However, since electron
carriers are negatively charged, the direction of the current flow is the same. Note also that if the p side is more
heavily doped than the n side, most of the carriers will be holes, whereas if the n side is more heavily doped than
the p side, most of the carriers will be electrons.

The total current is the sum of the minority currents at the junction edges:

I, = Aani{—DLJr Dy | Yo (1.147)
LN, L,N
Equation (1.147) is often expressed as
I = Ise™"" (1.148)
where
Is = Aanf[——D" v Do (1.149)
LN, L,N

Equation (1.148) is the well-known exponential current—voltage relationship of forward-biased diodes.
The concentrations of minority carriers near the junction and the direction of current flow are shown in
Fig. 1.38.

1.7.2 Diode-Diffusion Capacitance

To find the diffusion capacitance, Cy4, we first find the minority charge close to the junction, Qq, and then
differentiate it with respect to Vp. The minority charge close to the junction, Qq, can be found by integrating
either (1.140) or (1.141) over a few diffusion lengths. For example, if we assume N, the minority electron con-
centration in the p side far from the junction is much less than ny(0), the minority electron concentration at the
junction edge, we can use (1.141) to obtain

Q, qADj:np(x)dx
qADJ.:np(O)ef)(/L"dx (1.150)

qADLnnp(O)
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Fig. 1.38 The concenftration of minority carriers and the direction of diffusing carriers near a
forward-biased junction.

Using for ny(0) results in

2
Q, = quliannieVD/VT (1.151)
A
In a similar manner, we also have
2
Qp _ qulianni eVD/VT (1.152)
D

For a typical junction, one side will be much more heavily doped than the other side, and therefore the minor-
ity charge storage in the heavily doped side can be ignored since it will be much less than that in the lightly doped
side. Assuming the n side is heavily doped, we find the total charge, Qq, to be approximately given by Q,, the
minority charge in the p side. Thus, the small-signal diffusion capacitance, Cy, is given by

dQ, _ dQ, _ qADLnnfevD/vT

Cy = = (1.153)
dVvpy dVp NaV+
Using (1.147) and again noting that Ny >> N,, we have
2
Cy = Ll (1.154)
D,V
Equation (1.154) is often expressed as
Ip
Cy = 11— 1.155
¢ =Ty ( )
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where t7 is the transit time of the diode given by
Tp = =0 (1.156)

for a single-sided diode in which the n side is more heavily doped.

1.7.3 MOS Threshold Voltage and the Body Effect

Many factors affect the gate-source voltage at which the channel becomes conductive. These factors are as follows:

1. The work-function difference between the gate material and the substrate material

The voltage drop between the channel and the substrate required for the channel to exist

The voltage drop across the thin oxide required for the depletion region, with its immobile charge, to exist
The voltage drop across the thin oxide due to unavoidable charge trapped in the thin oxide

LA o

The voltage drop across the thin oxide due to implanted charge at the surface of the silicon. The amount
of implanted charge is adjusted in order to realize the desired threshold voltage.

The first factor affecting the transistor threshold voltage, Vy,, is the built-in Fermi potential due to the differ-
ent materials and doping concentrations used for the gate material and the substrate material. If one refers these
potentials to that of intrinsic silicon [Tsividis, 1987], we have

prome = Tin( ) (1.157)
q n
for a polysilicon gate with doping concentration Np, and
brw = Tin( L) (1.158)
q “Na

for a p substrate with doping concentration Np. The work-function difference is then given by

dms = Or.su — Prcate

=Eln(w‘) (1.159)
q n’

The next factor that determines the transistor threshold voltage is the voltage drop from the channel to the
substrate, which is required for the channel to exist. The question of exactly when the channel exists does not have
a precise answer. Rather, the channel is said to exist when the concentration of electron carriers in the channel is
equal to the concentration of holes in the substrate. At this gate voltage, the channel is said to be inverted. As the
gate voltage changes from a low value to the value at which the channel becomes inverted, the voltage drop in
the silicon also changes, as does the voltage drop in the depletion region between the channel and the bulk. After
the channel becomes inverted, any additional increase in gate voltage is closely equal to the increase in voltage
drop across the thin oxide. In other words, after channel inversion, gate voltage variations have little effect on the
voltage drop in the silicon or the depletion region between the channel and the substrate.

The electron concentration in the channel is equal to the hole concentration in the substrate when the voltage
drop from the channel to the substrate is equal to two times the difference between the Fermi potential of the
substrate and intrinsic silicon, ¢f, where

O = —%rln(%‘) (1.160)
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Equation (1.200) is a factor in several equations used in modelling MOS transistors. For typical processes, ¢r can
usually be approximated as 0.35 V for typical doping levels at room temperature.

The third factor that affects the threshold voltage is due to the immobile negative charge in the depletion
region left behind after the p mobile carriers are repelled. This effect gives rise to a voltage drop across the thin
oxide of -Qg/C,,, where

QB B _qNAXd (1161)

X, = 2K&2 0| (1.162)
gNa

Qs = —/2aNaK &o|20¢| (1.163)

The fourth factor that determines Vy,, is due to the unavoidable charge trapped in the thin oxide. Typical val-
ues for the effective ion density of this charge, N, might be 2 x 10 to 10" ions/m>. These ions are almost
always positive. This effect gives rise to a voltage drop across the thin oxide, V,,, given by

V,, = ~Qo, _ ZANo (1.164)
COX COX

and X is the width of the depletion region. Since

we have

The native transistor threshold voltage is the threshold voltage that would occur naturally if one did not include a
special ion implant used to adjust the threshold voltage. This value is given by
Qs _ Qo

Vinative = ¢MS—2¢F—C—DX o (1.165)

A typical native threshold value might be around —0.1 V. It should be noted that transistors that have native transistor
threshold voltages are becoming more important in analog circuit design where they are used in transmission gates
or in source-follower buffers.

The fifth factor that affects threshold voltage is a charge implanted in the silicon under the gate to change the
threshold voltage from that given by (1.165) to the desired value, which might be between 0.2 to 0.7 V for an
n-channel transistor.

For the case in which the source-to-substrate voltage is increased, the effective threshold voltage is increased.
This is known as the body effect. The body effect occurs because, as the source-bulk voltage, Vg, becomes larger,
the depletion region between the channel and the substrate becomes wider, and therefore more immobile negative
charge becomes uncovered. This increase in charge changes the third factor in determining the transistor threshold
voltage. Specifically, instead of using (1.163) to determine Qg, one should now use

Qs = —/2aNaK,e (Vs + [20¢)) (1.166)
If the threshold voltage when Vgg = 0 is denoted V4, then, using (1.165) and (1.166), one can show that
Vin = Vino + AVy,

2gNAK
= Vi + 20K ST 20|

Cox (1.167)
= Vit 1 Nea+ 204 - 26
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where

The factor y is often called the body-effect constant.

1.7.4 MOS Triode Relationship

The current flow in a MOS transistor is due to drift current rather than diffusion current. This type of current flow
is the same mechanism that determines the current in a resistor. The current density, J, is proportional to the elec-
trical field, E, where the constant of proportionality, o, is called the electrical permittivity. Thus,

J = oE (1.169)
This constant for an N-type material is given by
G = qN,U, (1.170)

where n is the concentration per unit volume of negative carriers and W, is the mobility of electrons. Thus, the
current density is given by

J = gn,u,E (1.171)

Unit volume Next, consider the current flow through the
volume shown in Fig. 1.39, where the vol-
ume has height H and width W. The current
is flowing perpendicular to the plane H x W
down the length of the volume, L. The cur-
rent, I, everywhere along the length of the
volume is given by

AN

T H J Current flow
H ] through unit I=JwH (1.172)

i ] W/V volume The voltage drop along the length of the
volume in the direction of L for a distance
dx is denoted dV and is given by

<7|_—>A/

Fig. 1.39 Current flowing through a unit volume. dV = E(x)dx (1.173)

Combining (1.171), (1.172), and (1.173), we obtain
gu.WHnN,(x) dV = I dx (1.174)

where the carrier density n,(X) is now assumed to change along the length L and is therefore a function of x.
As an aside, we examine the case of a resistor where n,(x) is usually constant. A resistor of length L would
therefore have a current given by

_ qu,WHn,
L

I AV (1.175)

Thus, the resistance is given by

L

Hn n
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Often this resistance is presented in a relative manner, in which the length and width are removed (since they can
be design parameters) but the height remains included. In this case, the resulting expression is commonly referred
to as the resistance per square and designated as Ry where

Ry= —° (1.177)
quaHnN,
The total resistance is then given by equation (1.133), repeated here for convenience.
L
Riota = RDW (1.178)

In the case of a MOS transistor, the charge density is not constant down the channel. If, instead of the carrier
density per unit volume, one expresses N,(X) as a function of charge density per square area from the top looking
down, we have

Q.(x) = gHn,(x) (1.179)
Substituting (1.179) into (1.174) results in
LWQ(x)dV = I dx (1.180)

Equation (1.180) applies to drift current through any structure that has varying charge density in the direction of
the current flow. It can also be applied to a MOS transistor in the triode region to derive its [-V relationship. It
should be noted here that in this derivation, it is assumed the source voltage is the same as the substrate voltage.

Since the transistor is in the triode region, we have Vpg <-Vi,. This requirement is equivalent to
Vps < Vas— Vi = V. It is assumed that the effective channel length is L. Assuming the voltage in the channel
at distance X from the source is given by V, (x), from Fig. 1.40, we have

Qn(X) = Cou[Vas = Ven(x) = Vin] (1.181)

Substituting (1.181) into (1.180) results in
W WCou[Vas — Ven(X) = Vi ]dV,, = Ipdx (1.182)
Integrating both sides of (1.182), and noting that the total voltage along the channel of length L is Vg, we obtain
IOVDS 1 WCo, [Vas — Ven(X) = Vi ]dVey = j:IDdx (1.183)

/ ' Increasing x

Depletion region 0 L

Fig. 1.40 The fransistor definitions used in developing the transistor’s I-V relationship.
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which results in

2

MnWCox[(VGs—Vm)VDs——Dg} = IpL (1.184)
2
Thus, solving for I results in the well-known triode relationship for a MOS transistor:

2
Ip = unCox(\%l) [(VGS_th)VDS_V_QE’@} (1.185)

It should be noted that taking into account the body effect along the channel, the triode model of (1.225) is modi-
fied to

2

I, - ucox(f"‘ﬁ [(Vas=Vi)Vos - a2 (1.186)

where oo = 1.7 [Tsividis, 1987].

1.8 KEY POINTS

® The charge—voltage relationship of a reverse-biased pn junction is modeled by a nonlinear depletion capaci-
tance. [p. 6]

® The source terminal of an n-channel transistor is defined as whichever of the two terminals has a lower voltage.
For a p-channel transistor, the source would be the terminal with the higher voltage. [p. 14]

® The relationship between drain-source voltage and drain current of a MOS device is approximately linear when
Vps << Ve [p- 19]

® For Vpg > Vg, a MOS device exhibits a square-law current—voltage relationship. [p. 21]

® The body effect is the influence of the body potential on the channel, modelled as an increase in the threshold

voltage, V., with increasing source-to-body reverse-bias. [p. 24]

® The square-root relationship for transconductance is useful for circuit analysis when device sizes are fixed.
However, the simpler expression g, = 2I5/V, g is useful during initial circuit design when transistor sizes are yet
to be determined. [p. 26]

* Small signal r4 is proportional to L/I,. [p. 28]

* In a MOSFET, the largest parasitic capacitance is C
portional to oxide thickness. [p. 31]

s> Proportional to gate area WL and via C,, inversely pro-

* The gate-drain capacitance Cy, also known as the Miller capacitance, is due to physical overlap of the gate and
drain regions as well as fringing fields. It is especially important when there is a large voltage gain between gate
and drain. [p. 32]

* For operation with high gain, transistors should have long gate lengths and be biased with low V4 For high
speed, the opposite is desirable: small L and high V. [p. 38]

* In subthreshold operation, also called weak inversion, transistors obey an exponential voltage—current relation-
ship instead of a square-law. Hence, a small but finite current flows even when Vg = 0. [p. 42]

® For a fixed drain current, the small-signal transconductance of a MOS device is maximized in subthreshold
operation at a value of g, =ql/nkT. [p. 43]

* For large values of Vg, transistors have a sub-square-law voltage current relationship, tending towards a linear
relationship for very large values of V. [p. 46]
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1.10 PROBLEMS

1.10.1 Section 1.1: Semiconductors and pn Junctions

1.1 Estimate the hole and electron concentrations in silicon doped with arsenic at a concentration of 10* atoms/m’ at
a temperature 22 °C above room temperature. Is the resulting material n type or p type?

1.2 For the pn junction of Example 1.2, estimate the new built-in potential, ®,, when the temperature is increased
11 °C above room temperature.

1.3 Calculate the amount of charge per (um)2 in each of the n and p regions of the pn junction of Example 1.2 for
a 3-V reverse-bias voltage. How much charge on each side would be present in a 10 pm x 10 um diode?

diode and the input signal, as shown in Fig. P1.4. Initially, the input is 3 V, and then at time 0 it changes to
0 V. Estimate the time it takes for the output voltage to change from 3 V to 0.9 V (i.e., the At_zqq, time).
Repeat for an input voltage change from 0 V to 3 V and an output voltage change from 0 V to 2.1 V. Com-
pare your answers to those obtained using a SPICE simulation.

1.4 A silicon diode has Cjg = 15 fF. It is biased by a 43-kQ resistor connected between the cathode of the ,’

Fig. P1.4 =

1.5 Sketch a plot of the electric field strength versus depth for the pn junction of Example 1.3.

1.6 At what reverse-bias voltage will the pn junction of Example 1.3 breakdown? Assume that when the electric field
exceeds 3 x 107 V/m, avalanche breakdown occurs.

1.7 A pn junction with N5 « Np and an area 40 um? is observed to have a capacitance of 30 fF while under 1-V
reverse bias. Estimate the dopant concentration on the p side, Na.
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1.10.2 Section 1.2: MOS Transistors and Section 1.3: Device Model Summary

1.8 Verify that when Vpg = Vi is used in the triode equation for a MOS transistor, the current equals that of the
active region equation given in (1.63).

19 Find I, for an n-channel transistor having doping concentrations of Np = 10* atoms/m’ and
Na = 10” atoms/m’ with W = 5 pm, L = 0.5 pm, Vgs = 1V, and Vpg = V. Assuming A remains
constant, estimate the new value of I if Vg is increased by 0.3 V.

1.10 A MOS transistor in the active region is measured to have a drain current of 20 pA when Vps = V. When
Vs is increased by 0.5 V, I increases to 23 pA. Estimate the output impedance, 4, and the output impedance
constant, A.

1.11 Derive the low-frequency model parameters for an n-channel transistor having doping concentrations of
Np = 10* atoms/m’ and N, = 10* atoms/m’ with W = 8 pm, L = 0.6 um, Vgs = 0.9V, and
Vps = Ve Assume that Vgg = 1.0 V.

1.12 Find the capacitances Cg, Cy4, Cap, and Cg, for an active n-channel transistor having doping concentrations of
Np = 10° atoms/m’ and N, = 10” atoms/m’ with W = 15 pm, L = 0.5 pum. Assume that the source and
drain junctions extend 1 um beyond the gate, resulting in source and drain areas being A; = Ag= 15 um?®
and the perimeter of each being Py = Py = 32 pum.

1.13 Consider the circuit shown in Fig. P1.13, where V, is a dc signal of 1 V. Taking into account only the channel
charge storage, determine the final value of V,; when the transistor is turned off, assuming half the channel charge
goes to G, . You may use the parameters for the 0.18-pm CMOS processes in Table 1.5.

1.8V
Vin O l l O Vout
4 um/0.2 um

Fig. P1.13 L

1.14 For the same circuit as in Problem 1.13, the input voltage has a step voltage change at time 0 from 0.2 V to 0.4 V
(the gate voltage remains at 1.8 V). Find its 99 percent settling time (the time it takes to settle to within 1 percent
of the total voltage change). You may ignore the body effect and all capacitances except C,. Repeat the question
for V,, changing from 0.6 V to 0.8 V.

1.15 Repeat Problem 1.14, but now take into account the body effect on Vy,. Assume N, = 10” atoms/m”.

1.16 For each of the CMOS processes tabulated in Table 1.5, how many charge carriers q are required to elevate the
gate voltage of a triode MOSFET by 100 mV? Assume that the gate length L is the minimum permitted in each
technology and W/L = 20.

1.17 Using the device parameters for the 0.35-pum technology NMOS device in Table 1.5 andL = 0.4 pm, select the
device width and Vgg required to bias a transistor with an intrinsic gain of A; = 10 and transconductance
Om = 0.5 mA/V. What dc current consumption is required?

1.18 Repeat Problem 1.18 using the device parameters for the 0.18-um technology PMOS device in Table 1.5 and
L=02pm

1.19 A NMOS transistor is to be biased with V. = 250 mV. Size the transistor using the device parameters for the
0.35-um CMOS process in Table 1.5 to provide a drain current of 0.2 mA and an output resistance of
rgs = 20 kQ. Repeat for a PMOS transistor. Repeat for the 0.18-pm CMOS process.
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1.20 A NMOS transistor is to be biased with I = 0.35 mA and an intrinsic gain of A; = 35 inthe 0.35-um CMOS
process in Table 1.5. Find the required transistor dimentions, W and L.

1.21 A NMOS transistor is to be biased with |y = 0.25 mA and transconductance of g, = 2.2 mA/V in the
0.18-pm CMOS process in Table 1.5. Find the required transistor dimentions, W and L.

1.22 Consider the circuit in Fig. P1.13. Size the NMOS transistor so that, with V;, = Vo, = 0.3 V, the circuit has a
bandwidth of 250 MHz. Use the device parameters for the 0.35-pm technology in Table 1.5. Assume
L = 0.35 um and the threshold voltage is increased by 70 mV due to the body effect. What is the resulting gate
capacitance?

1.23 Repeat Problem 1.22, this time using the device parameters for the 0.18-pm technology in Table 1.5 with
L = 0.18 pm.

1.10.3 Section 1.4: Advanced MOS Modelling and Section 1.5: SPICE Modelling
Parameters

1.24 If transistor drain current is plotted versus gate-source voltage on a log-log scale, what is the slope of the curve in
strong inversion? What is the slope for very large values of Vgs? What is the slope of the curve at Vo = 1/6?

1.25 Make a qualitative sketch of transistor intrinsic gain, A,, versus V. for:
a. constant device width, W

b. constant drain current, |p

In each case, what is the relationship between A; and V. in weak-inversion, active mode, and under mobility
degradation?

1.26 Derive expressions for transistor fr in terms of fundamental device constants and operating point while oper-
ating in subthreshold and under mobility degradation. How do these compare with the expressions for strong
inversion?

1.27 Using the Spice models from the text web site, perform simulations to extract approximate values for all
of the transistor parameters listed in Table 1.5. Compare your results to the values in the table. '

1.28 Two transistors with the same device paramters are biased with the same terminal voltages and have the
same gate length L.

a. One of the transistors has a drain current I = 0.2 mA and a width of W = 3 pm. Find the width of the other
transistor so that it has a transconductance | = 2 mA.

b. One of the transistors has a transconductance g, = 0.4 mA/V and a width of W = 2 pum. Find the width of
the other transistor so that it has a transconductance g,, = 2 mA/V.

¢. One of the transistors has a small-signal rys = 1 kQ and a width of W = 30 pm. Find the width of the other
transistor so that it has a small-signal rqs = 10 kQ.

1.10.4 Section 1.6: Passive Devices

1.29 Assume a strip resistor has a sheet resistance of 1 K/sq. and a total capacitance to ground of approximately
0.4 fF/um?. What is the RC time constant formed by a 4 KQ resistor with one end grounded assuming the resis-
toris 1 pm wide? What if it is only 0.4 pm wide? How does this compare with the time constant obtained
using the n-well resistor in Example 1.20?

1.30 A reverse-biased pn junction with Np = 10°° atoms/m’ and N, = 10” atoms/m’ is to be used as a varactor.
What junction area and voltage range is needed to provide a capacitance tunable from 0.2 pF to 0.3 pF?
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1.31 In a particular process, a metal-metal parallel plate capacitor can be realized with a density of 7 fF/um? and a
metal-metal sidewall capacitor can provide a density of 10 fF/pm?2 What would be the area of a 1 pF capacitor
realized using each approach? Compare this with the area of a 1 pF MOS capacitor in a 45-nm CMOS processes
using the parameters in Table 1.5.

1.32 Estimate the maximum percentage change in capacitance achievable using a MOS varactor in the 0.18-pm CMOS
processes in Table 1.5.



CHAPTER

Al Processing and Layout

This chapter describes the steps and processes used in realizing modern integrated circuits with emphasis on
CMOS processing. After processing is presented, circuit layout is covered. Layout is the design portion of
integrated-circuit manufacturing, in which the geometry of circuit elements and wiring connections is
defined. This process leads to the development of photographic masks used in manufacturing an integrated
circuit. The concepts of design rules and their relationship to integrated circuits are emphasized. Next, circuit
layout is related to the transistor models. Here, it is shown that once the layout is completed, the values of
certain elements in the transistor models can be determined. This knowledge is necessary for accurate
computer simulation of integrated circuits. It is also shown that, by using typical design rules, one can make
reasonable assumptions to approximate transistor parasitic components before the layout has been done.
Variability in device parameters is unavoidable and particularly problematic for analog circuits. These vari-
ations are modeled and their impact on analog circuits analyzed. Finally, analog layout issues are then dis-
cussed, including matching and noise considerations.

2.1 CMOS PROCESSING

In this section, the basic steps involved in processing a CMOS integrated circuit are presented. For illustra-
tive purposes, we describe here an example n-well process with a p substrate and two layers of metal. Many
of the possible variations during processing are also described, but we focus primarily on the basics which
any analog designer should know. The processing of nanometer feature sizes can require many additional
steps.

2.1.1 The Silicon Wafer

The first step in realizing an integrated circuit is to fabricate a defect-free, single-crystalline, lightly doped
silicon wafer. To realize such a wafer, one starts by creating metallurgical-grade silicon through the use of a
high-temperature chemical process in an electrode-arc furnace. Although metallurgical-grade silicon is about 98
percent pure, it has far too many impurities for use in realizing integrated circuits. Next, a silicon-containing gas
is formed and then reduced. Pure silicon is precipitated onto thin rods of single-crystalline silicon. This depos-
ited electronic-grade silicon is very pure but, unfortunately, it is also polycrystalline. To obtain single-crystalline
silicon, the silicon is melted once again and allowed to cool. As it cools, a single-crystalline ingot is slowly
pulled and turned from the molten silicon using the Czochralski method. The Czochralski method starts with a
seed of single crystal silicon, and the pull rate and speed of rotation determine the diameter of the crystalline rod
or ingot. Typical diameters are 10 to 30 cm (i.e., 4 to 12 inches) with lengths usually longer than 1 meter. Producing
a silicon ingot can take several days.
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Key Point: The first step in real- Normally, heavily doped silicon is added to the melt before the single-
izing an in.tegmk d circuit is to crystalline ingot is pulled. After the doped silicon diffuses through the molten
produce a single-crystalline sili- | ~ silicon, a more lightly doped silicon ingot results. In our example process,

con wafer from 10 to 30 cm in boron impurities would be added to produce a p -type ingot. The ingot is cut
diameter and roughly I'mm thick.|  into wafers using a large diamond saw. A typical wafer might have a thickness
The silicon is either lightly of about 1 mm. After the ingot is sawed into wafers, each wafer is polished

iloli eltzl'z’g}?trl )fl—fiiggii;];;ig%a;er with Al,Og, chemically etched to remove mechanically damaged material,

on top in which . and then fine-polished again with SiO, particles in an aqueous solution of
p in which the transistors o .

are made. NaOH. Very often, the company that produces the silicon wafers is not the

same company that eventually patterns them into monolithic circuits.

There are two methods for establishing the background doping level of the surface silicon in which all of the
transistors will be made. One is to simply control the boron impurity levels in the ingot to provide a p~ wafer con-
centration of around N, = 2 x 10*' donor / m’. Such a doping level would give a resistivity of 10 to 20 Q-cm.
The other method is to begin with a very heavily doped p" wafer with a low resistivity of around
0.01 Q-cm. Then, upon the surface of the p'* wafer, a layer of p~ silicon is grown with a higher resistivity of 5 to
20 Q-cm. All of the devices are fabricated within this top epitaxial layer, which may be from 2 to 20 um thick.
The use of an epitaxial layer provides more precise control over dopant concentrations while the p** substrate
underneath provides a low-resistivity ground plane under the circuit helping to prevent latchup, described in Sec-
tion 2.2.4. In either case, transistors are fabricated in P~ silicon near the surface of the wafer.

2.1.2 Photolithography and Well Definition

Photolithography is a technique in which selected portions of a silicon wafer can be masked so that some type of
processing step can be applied to the remaining areas. Although photolithography is used throughout the manufac-
ture of an integrated circuit, here we describe this photographic process in the context of preparing the wafer for
defining the well regions.

Selective coverage for well definition is performed as follows. First, a glass mask, M,, is created, which
defines where the well regions will be located. The glass mask is created by covering the mask in photographic
materials and exposing it to an electron beam, or e beam, in the regions corresponding to the well locations. Such
exposure results in the well regions on the glass mask turning opaque, or dark. As a result, the glass mask can be
thought of as a negative of one layer of the microcircuit. In a typical microcircuit process, ten to twenty different
masks might be required. The cost for these masks varies considerably depending upon the minimum feature sizes
to be patterned on the microcircuit. For example, currently a set of masks for a 0.35-pum CMOS process might cost
roughly $30,000, whereas the cost of a mask set for the most advanced modern processes approaches $1,000,000.
Because a high degree of precision is required in manufacturing these masks, often (but not always) a company
other than the integrated circuit processing company makes the masks. The creation of the opaque regions of the
mask by the electron beam is controlled by a computer dependent on the contents of a database. The database
required for the e beam is derived from the layout database produced by the designer, using a computer-aided
design (CAD) software program.

The first step in masking the surface of the wafer is to thermally grow a thin layer of silicon-dioxide (SiO,) to
protect the surface of the microcircuit. Details of this step are discussed later. On top of the SiO,, a negative pho-
toresist, PR, is evenly applied to a thickness of around 1 pm while spinning the microcircuit. Photoresist is a light-
sensitive polymer (similar to latex). In the next step, the mask, M, is placed in close proximity to the wafer, and
ultraviolet light is projected through the mask onto the photoresist. Wherever the light strikes, the polymers cross-
link, or polymerize. This change makes these regions insoluble to an organic solvent. This step is shown in Fig. 2.1

1. Wells are doped regions that will contain one of the two types of transistors realized in a CMOS process. For example, wells that are
N type contain p-channel transistors.
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Ultraviolet light
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Glass
mask

v

Hardened photoresist, PR, Sio,

Fig. 2.1 Se-lectively hardening a region of photoresist using a glass mask.

The regions where the mask was opaque (i.e., the well regions) are not exposed. The photoresist is removed in these
areas using an organic solvent. Next, the remaining photoresist is baked to harden it. After the photoresist in the
well regions is removed, the uncovered SiO, may also be removed using an acid etch. (However, in some processes
where this layer is very thin, it may not be removed.) In the next step, the dopants needed to form the well are
introduced into the silicon using either diffusion or ion implantation (directly through the thin oxide, in cases where
it has not been removed).

The procedure just described involves a negative photor esist, where the
exposed photoresist remains after the masking. There are also positive photore- | o

. . . . . integrated circuits are pat-

sists, in which the exposed photoresist is dissolved by the organic solvents. In [ ..~ using photolithogra-
this case, the photoresist remains where the mask was opaque. By using both | p4y, whereby light is passed
positive and negative resists, a single mask can sometimes be used for two | through a mask to cast pat-
steps—first, to protect one region and implant the complementary region and | terns onto the underlying sili-
second, to protect the complementary region and implant the original region. con wafer; ultimately defining

The feature sizes that may be patterned using photolithography are influ- | € circuit's physical features
enced by the wavelength of light used. When the integrated circuit features are ivbiiflngs transistor sizes and
smaller than the wavelength of light (currently 193-nm ultraviolet light is used),
the wave nature of light results in patterns on the photoresist that do not precisely match those of the mask. Fortu-
nately, these effects can be partially compensated for by modifying the mask pattern so that the resulting geome-
tries more closely match those intended by the designer. This technique is referred to as “optical proximity
correction” and is a common practice to realize feature sizes below 100 nm. Further improvements have been
made by immersing the photolithography in a liquid bath. Doing so changes the path of light resulting in improved
resolution and improved tolerance to unevenness of the substrate surface. Efforts are ongoing to reduce the mini-
mum feature sizes that may be patterned by using shorter wavelengths for photolithography (extreme ultraviolet
light or even X-rays).

Key Point: Most features on
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2.1.3 Diffusion and lon Implantation

After the photoresist over the well region has been removed, the next step is to introduce dopants through the
opening where the well region will be located. There are two approaches for introducing these dopants: diffusion
and ion implantation.

In both implantation methods, usually the SiO, in the well region will first be removed using an acid etch.
Next, the remaining hardened photoresist is stripped using acetone. This leaves SiO, that was protected by the
hardened photoresist to mask all of the nonwell (i.e., substrate) regions.

In diffusion implantation, the wafers are placed in a quartz tube inside a heated furnace. A gas containing the
dopant is introduced into the tube. In the case of forming an n well, the dopant in the gas would probably be phos-
phorus. Arsenic could also be used, but it takes a much longer time to diffuse. The high temperature of the diffu-
sion furnace, typically 900 to 1100 °C, causes the dopants to diffuse into the silicon both vertically and
horizontally. The dopant concentration will be greatest at the surface and will decrease following a Gaussian pro-
file further into the silicon. If a p well had been desired, then boron would have been used as the dopant. The
resulting cross section, after diffusing the n well, is shown in Fig. 2.2.

An alternative technique for introducing dopants into the silicon wafer is ion implantation. This technique
has now largely replaced diffusion because it allows more independent control over the dopant concentration
and the thickness of the doped region. In ion implantation, dopants are introduced as ions into the wafer, as
shown in the functional representation of an ion implanter in Fig. 2.3 The ions are generated by bombarding a
gas with electrons from an arc-discharge or cold-cathode source. The ions are then focused and sent through
a mass separator. This mass separator bends the ion beam and sends it through a narrow slit. Since only ions of
a specific mass pass through the slit, the beam is purified. Next, the beam is again focused and accelerated to
between 10 keV and 1 MeV. The ion current might range from 10 pA to 2 mA. The deflection plates sweep the
beam across the wafer (which is often rotated at the same time) and the acceleration potential controls how
deeply the ions are implanted. The beam current and time of implantation determine the amount of dosage.
Thus, depth and dosage are controlled independently. Two problems that occur with ion implantation are lat-
tice damage and a narrow doping profile. The lattice damage is due to nuclear collisions that result in the dis-
placement of substrate atoms. The narrow profile results in a heavy concentration over a narrow distance, as is
shown in Fig. 2.4. For example, arsenic ions with an acceleration voltage of 100 keV might penetrate approxi-
mately 0.06 pm into the silicon, with the majority of ions being at 0.06 pm = 0.02 um. Both of these problems
are largely solved by annealing.

Gas containing phosphorus

2PH, + 40,

n well SiO,

N )

p

Fig. 2.2 Forming an n well by diffusing phosphorus from a gas into the silicon, through the opening
in the SiO,.
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Fig. 2.3 Anion-implantation system.

Annealing is a step in which the wafer is heated to about 1000 °C, perhaps for 15 to 30 minutes, and then
allowed to cool slowly. This heating stage thermally vibrates the atoms, which allows the bonds to reform.
Annealing also broadens the dopant concentration profile, making the doping levels more uniform, as shown in
Fig. 2.4. Tt should be noted that annealing is performed only once during processing, after all the implantation
steps have been performed but before any metal layers have been created.”

For n-type dopants, arsenic is used for shallow implantations, such as the source or drain junctions. Phospho-
rus might be used for the well. Boron is always used to form the p regions.

Although more expensive, ion implantation has been largely replacing diffusion for forming n and p regions
because of its greater control over doping levels. Another important advantage of ion implantation is the much
smaller sideways diffusion, which allows devices to be more closely spaced and, more importantly for MOS tran-
sistors, minimizes the overlap between the gate-source or gate-drain regions.

Ton dopant
concentration

Before annealing

N After annealing

AN

Depth into
silicon wafer

Fig. 2.4 Dopant profiles after ion implantation both before and after annealing.

2. If annealing were done after deposition of a metal layer, the metal would melt.
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In some modern processes, both p and n wells are created in which NMOS and PMOS devices will be fabri-
cated, respectively. This is referred to as a twin-well process.

2.1.4 Chemical Vapor Deposition and Defining the Active Regions

The next few steps use the mask M, to define where the transistors will be located and to make isolation structures
between them. A thin layer of thermal SiO, is first grown everywhere to protect the surface of the silicon lattice.
Next, SigN, is deposited everywhere during a gas-phase reaction in which energy is supplied by heat (at about
850 °C). This process is called chemical vapor deposition, or CVD. After this step, the photoresist PR, is deposited,
exposed through the mask, M,, dissolved, and hardened. Often, this step will be done using positive photoresist such
that, wherever the mask M, is not opaque, the photoresist will be softened. In other words, the photoresist is left
intact after the organic dissolution step, under the opaque regions of the mask. These become the active device
regions where the transistors will eventually be located, also sometimes referred to as the “oxide definition” (OD)
regions because over these regions only a very thin gate-oxide will be made. The hardened photoresist is left on top
of the SigN, to protect it over the OD regions. Next, the SizN4, wherever it is not protected by the photoresist, is
removed by etching it away with a hot phosphoric acid. The SiO, is then removed with a hydrofluoric acid etch.
Finally, the remaining photoresist is chemically removed with a process that leaves the remaining SizN, intact. The
remaining SizN, will act as a mask to protect the active regions while the isolation structures are being made.

These steps result in a thin layer of thermal SiO,, as well as a layer of silicon nitride (SizN,), covering all
active (OD) regions as shown in Fig. 2.5.

2.1.5 Transistor Isolation

Parasitic transistors are formed everywhere on a silicon die wherever a conductor appears above and between the
junction regions of different transistors. If the electrical potential on a conductor should approach the threshold
voltage of a parasitic transistor underneath it, undesired leakage currents may flow between transistors that are
intended to be unconnected. In order to prevent this, extra processing is performed to ensure that these parasitic
transistors can not conduct appreciable current. Two popular methods to isolate transistors are local oxidation of
the silicon (LOCOS) and shallow-trench isolation (STI).

Si;N,

n well

sio,

Fig. 2.5 The cross section of the wafer after the oxide definition (OD) regions are patfterned.
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Local Oxidation of Silicon (LOCOS)

LOCOS processing involves the implantation of additional dopants ( filed-implants) between transistors to ensure
any parasitic transistors have a very large threshold voltage, followed by the creation of very thick layers of SiO,
(field-oxide) above the field-implants.

First, the field-implants are introduced under where the field-oxide will be grown. For example, boron is
implanted under the field-oxide everywhere except in the n well regions. This implant guarantees that the silicon
under the field-oxide will never invert (or become n) when a conductor over the field-oxide has a large voltage.
For the field-oxide in the well regions, where p-channel transistors will eventually reside, an n-type implant such
as arsenic (As) could be used. Often, it is not necessary to include field-implants under the field-oxide of the well
regions because the heavier doping of the well (compared to that of the substrate) normally guarantees that the
silicon will never invert under the field-oxide in these regions.

When implanting the field-implants in the substrate regions, it is necessary to first cover the wells with a
protective photoresist, PR;, so the n-well regions do not receive the p implant. This can be done using the same
mask, M, that was originally used for implanting the n wells, but now a positive photoresist is used. This positive
photoresist remains where the mask is opaque (i.e., dark), which corresponds to the well regions.

After the exposed photoresist has been dissolved, we now have the cross section shown in Fig. 2.6. Notice
that at this step, all the active regions, where eventually the transistors will reside, are protected from the field
implants by the SizN, and SiO,. Additionally, the complete well regions are also protected by PR;. The field-
implant will be a high-energy implant with a fairly high doping level. Before the field-oxide is grown, PR; is
removed, but the silicon-nitride—silicon-dioxide sandwich is left.

The next step is to grow the field-oxide, SiO,. There are two different ways that SiO, can be grown. In a
wet process, water vapor is introduced over the surface at a moderately high temperature. The water vapor
diffuses into the silicon and, after some intermediate steps, reacts according to the formula

Si + 2H,0 — SiO, + 2H, @.1)

In a dry process, oxygen is introduced over the wafer, normally at a slightly higher temperature than that used in
the wet process, and reacts according to the formula

Si+ 0, > Si0O, (2.2)
SisN,
Boron ions
+ + + +++ +++
| [l [ ]
+ ++ +++ +++
A \A==\AA/ RAA/
+ +++ + ++++

\ Field-implants

Fig. 2.6 The cross section when the field-implants are being formed in a LOCOS process.
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SizN, SiO, Field-oxide

2 :

n well

z
A

p* field-implants

Fig. 2.7 The cross section after the field-oxide has been grown in a LOCOS process.

Since both of these processes occur at high temperatures, around 800 to 1200 °C, the oxide that results is some-
times called a thermal oxide.

The field oxide does not grow wherever CVD-deposited SizN, remains, because the SigN, is relatively inert
to both water and oxygen. Wherever the process does occur, the volume increases because oxygen atoms have
been added. Specifically, SiO, takes up approximately 2.2 times the volume of the original silicon. This increase
will cause the SiO, to extend approximately 45 percent into, and 55 percent above, what previously was
the surface of the silicon. The resulting cross section is shown in Fig. 2.7. Note that in our example process, the
field-oxide in the substrate region has field-implants under it, whereas the field-oxide in the wells does not.

When growing thermal SiO,, the wet process is faster because H,O diffuses faster in silicon than O, does,
but the dry process results in denser, higher-quality SiO, that is less porous. Sometimes, growing the field-oxide
starts with a dry process, changes to a wet process, and finishes with a dry process. When thin layers of SiO, are
grown, as the next section describes, usually only a dry process is used.

LOCOS is the preferred method for transistor isolation when minimum feature sizes exceed 0.25 um. At
smaller feature sizes the rounded corners of the field-oxide take up too much space and improved isolation pro-
cessing is required.

Shallow-Trench Isolation (STI)

Si.N sio A STI process involves etching trenches into the silicon
S 2 substrate between the active regions and filling the
\ A trenches with oxide. As with the field-oxide in a LOCOS
process, the trench locations are defined by a SizN, layer.

>* 7 ) 7 '] 7 |
£ @ 4 Filling the trenches is a two-step process: first, the

trenches are lined with a thin SiO, layer that is thermally
grown; then additional oxide is deposited over the entire
wafer, filling the trenches and leaving behind a very
uneven surface. Finally, the top surface is polished to pla-
_ narize it for further processing. These steps are performed
at the start of the process flow, prior to well definition. An
example wafer cross-section when STI is used in place of
Fig. 2.8 The resulting wafer cross section LOCOS is illustrated in Fig. 2.8. STI provides good isola-

when shallow-french isolation (STI) is used tion between transistors even when very closely spaced
between transistors. and is currently in wide use. However, it requires more

n well
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steps than LOCOS and is therefore more expensive. Moreover, the creation and filling of the trenches places a
strain on the silicon wafer’s lattice structure, which impacts the electrical characteristics of nearby transistors.

2.1.6 Gate-Oxide and Threshold-Voltage Adjustments

In the next step, the SigN, is removed using hot phosphoric acid. If a thin layer of SiO, is under the SigN,, protecting
the surface, as shown in Fig. 2.7, this SiO, is also removed, usually with hydrofluoric acid. The high-quality, thin
gate-oxide is then grown using a dry process. It is grown everywhere over the wafer to a thickness of between

about 1 and 30 nm.

After the gate-oxide has been grown, donors are implanted so that the
final threshold voltages of the transistors are correct. Note that this implanta-
tion is performed directly through the thin gate-oxide since it now covers the
entire surface. Processes differ in how they realize the threshold-adjust step.

In a simple process, the threshold voltages of both the p- and n-channel tran-
sistors are adjusted at the same time. We saw in the Appendix of Chapter 1 that
the N -channel transistors require a boron implant to increase V,, from its native
value to its desired value. If the n wells are doped a little heavier than ideal, the
native threshold voltage of the p-channel transistors in the well will also be lower
than desired. As a result, the same single boron threshold-adjust implant can
bring the NMOS and PMOS threshold voltages to their desired value.

By using a single threshold-voltage-adjust implant for both n-channel
and p-channel transistors, two photoresist masking steps are eliminated. If

Key Point: Transistors are fabri-
cated inside the “active” or
“oxide definition” (OD) regions
of the microcircuit. Over OD
regions, only a very thin oxide
separates the polysilicon gates
from the transistor channel
regions underneath, and addi-
tional dopants are introduced to
control the threshold voltages.
Surrounding the OD regions are
isolation structures to prevent
parasitic transistors from
conducting leakage currents.

the different transistors are individually implanted, then the second of two

types of transistors has to be protected by, say, a negative photoresist while the first type is being implanted.
Next, a positive photoresist can be used with the same mask to protect the first type of transistor while the sec-
ond type is being implanted. The mask used is normally the same mask used in forming the n wells, in other
words, M,. Thus, no additional mask is required, but a number of additional processing steps are needed. The
major problem with using a single threshold-adjust implant is that the doping level of the n well is higher than
optimum. This higher doping level increases the junction capacitances and the body effect of the transistors in
the well. Separate p - and n -type threshold adjust implants allow optimum well doping and are currently more
popular. The cross section at this stage is shown in Fig. 2.9.

Thin gate SiO,

R e 2

n well

Field-oxide

_
e

Gate threshold-
voltage-adjust
implant

p* field-implants

Fig. 2.9 Cross section after the thin gate-oxide growth and threshold-adjust implant.
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2.1.7 Polysilicon Gate Formation

The next step in the process is chemical deposition of the polysilicon gate material. One method to create polysil-
icon is to heat a wafer with silane gas flowing over it so the following reaction occurs

SiH, — Si + 2H, 2.3)

If this reaction occurs at high temperatures, say, around 1000 to 1250 °C, and the original surface of the wafer was
single crystal, the deposited silicon will also be single crystal. This approach is used both when epitaxial layers are
grown in bipolar processes and in some modern CMOS processes. However, when depositing the polysilicon
gates the original surface is SiO, and the wafer is heated only to about 650 °C. As a result, the silicon that is
deposited is noncrystalline, or amorphous. Thus, this silicon is often referred to as polysilicon.

It is desirable that the polysilicon gates have low resistivity. Any series resistance in the gate will reduce the
speed of the resulting transistors, and be an additional source of noise in the circuits. Hence, after the polysilicon
is deposited, it is ion implanted with arsenic to increase its conductivity. A typical final resistivity for polysilicon
might be 10 to 30 Q/, and its thickness might be around 0.25 um. An additional step may be used to create a
layer of low-resistivity salicide on top of the polysilicon gate, further reducing its resistance. For analog circuits,
polysilicon strips may also be used as integrated circuit resistors rather than transistor gates. To accommodate this,
an additional mask may be used to change the ion implantation and block the salicide resulting in a higher resistiv-
ity of typically 500 Q to 3 kQ/[ depending upon the processing details, making the material useful for realizing
resistor values of 100s Qs to 10s k2.

After the deposition just described, the polysilicon gate material covers the entire wafer. This polysilicon is
then patterned using a new mask, M5, and a positive photoresist, PR,. The mask is opaque where hardened poly-
silicon should remain. After the nonhardened photoresist is removed, the polysilicon is etched away using a reac-
tive plasma etch. This etch removes all of the polysilicon not protected by photoresist but removes very little of
the underlying SiO,. This thin gate-oxide layer is used to protect the surface during the next step of junction
implantation. The cross section at this phase is shown in Fig. 2.10.

2.1.8 Implanting the Junctions, Depositing SiO,, and Opening Contact Holes

The next step involves the ion implantation of the junctions. In our example process, the p* junctions are formed
first by placing positive photoresist, PR, everywhere except where the p” regions are desired. A new mask, M,, is

PR,

Polysilicon
gate

Fig. 2.10 Cross section after depositing and patterning the polysilicon gates.
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PR,

Polysilicon Polysilicon PR,

Substrate connection

Fig. 2.11 Cross section after ion-implanting the p * junctions.

used in this step. The p' regions are then ion implanted, possibly through a thin oxide in some processes. The
cross section at this stage is shown in Fig. 2.11.

Notice that the p* junctions of the p-channel transistors are defined on - -

one edge by the field-oxide and, more importantly, next to the active gate area Key Point: The ed.ge .of fransis-
.- . : . . tor source and drain junctions

by the edge of the polysilicon gate. During the implantation of the boron, it | ., defined by the edge of the

was the gate polysilicon and the photoresist over it that protected the channel | ,opysilicon gate above. This

region from the p" implant. Thus, the p* junctions are self-aligned to the | “self-alignment” of the gate and

polysilicon gates, resulting in very little overlap (i.e., a small L,,, as defined | junctions was key in the

in Chapter 1). Also, note that the effective channel areas of the transistors are develgpment of small high-speed

defined by the intersection of the gate-defining mask, M5, and the mask used [ 74/SIstrs.

in defining the active regions, M, (i.e., the mask used in defining where

SigN, remains). Thus, these are the two most important masks in any MOS process. The development of this self-

aligned process has proven to be an important milestone in realizing small high-speed transistors.

Also notice that a p* junction has been implanted in the substrate region. This junction, called a substrate tie,
is used to connect the substrate to ground in microcircuits. These substrate ties are liberally placed throughout the
microcircuit to help prevent latch-up, a problem discussed at the end of this chapter. In addition, the underside of
the wafer would normally be connected to ground as well, through a package connection.

Next, the photoresists are all removed using acetone. The p " active regions are then protected using the same
mask, M,, that was used for the previous step, but now a negative photoresist, PRy, is used. The n” junctions are
then implanted using arsenic. The cross section at the end of this stage is shown in Fig. 2.12.

PRs PRs

Polysilicon gates

Well tie Substrate tie
p-channel n-channel

junctions p junctions

Fig. 2.12 Cross section after ion-implanting the n *junctions.
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After the junctions have been implanted and PR has been removed, the complete wafer is covered in CVD
SiO,. This protective glass layer can be deposited at moderately low temperatures of 500 °C or lower. The depos-
ited SiO, might be 0.25 to 0.5 um thick.

The next step is to open contact holes through the deposited SiO,. The contact holes are defined using mask
M; and positive resist PR,.

2.1.9 Anneadling, Depositing and Patterning Metal, and Overglass Deposition

After the first layer of CVD SiO, has been deposited, the wafer is annealed. As mentioned earlier in this section,
annealing entails heating the wafer in an inert gas (such as nitrogen) for some period of time (say, 15 to 30 min-
utes) at temperatures up to 1000 °C. The resulting thermal vibrations heal the lattice damage sustained during all
the ion implantations, broaden the concentration profiles of the implanted dopants, and increase the density of the
deposited SiO,.

Next, interconnect metal is deposited everywhere. Historically, aluminum (Al) has been used for the intercon-
nect. However, other metals have been used that have less of a tendency to diffuse into the silicon during electrical
operation of the microcircuit. Copper is increasingly being used to take advantage of its lower resistivity, an
important consideration for very thin wires and for wires conducting large currents. The metal is deposited using
evaporation techniques in a vacuum. The heat required for evaporation is normally produced by using electron-
beam bombarding, or possibly ion bombarding in a sputtering system. After the metal is deposited on the entire
wafer, it is patterned using mask M, and positive photoresist PRg, and then it is etched.

At this time, a low-temperature annealing might take place to give better bonds between the metal and the
silicon. The temperature of this annealing must be less than 550 °C so the aluminum doesn’t melt.

Next, an additional layer of CVD SiO, is deposited, additional contact
. holes are formed using mask M and photoresist PRy, and then a second layer

more layers of metal are pat- . . . .

terned above the silicon surface, of metal is deposited and etched using mask Mg and photoresist PR,. Often

separated by insulating oxide, to | the primary use of top layers of metal might be to distribute the power supply

provide interconnect between all | voltages. Lower layers would be used more often for local interconnects in

the devices in a circuit. gates. In modern fabrication, this process may be repeated ten or more times

to provide a much denser interconnect.

After the last level of metal is deposited, a final passivation, or overglass, is deposited for protection. This
layer would be CVD SiO,, although often an additional layer of SigN, might be deposited because it is more
impervious to moisture.

The final microcircuit processing step is to etch openings in the passivation to metal pads located in the top
metal layer to permit electrical contacts to be formed to the circuit. This final step would use mask M, and photo-
resist PR;;. A cross section of the final microcircuit for our example process is shown in Fig. 2.13.

Key Point: Up to 10 or even

2.1.10 Additional Processing Steps

This chapter has focused primarily on an example process representative of a technology with minimum feature sizes
of approximately 0.5 pm. However, many variations, often involving additional masks, are possible. Additional steps
are certainly required to realize smaller feature sizes. Some of the possible variations are as follows:

1. Two wells may exist: one for p -channel transistors and one for n-channel transistors. This twin-well
process allows both wells to be optimally doped.

2. An additional polysilicon layer may be deposited over the first layer and separated by a thin thermal
oxide layer. This extra poly layer can be used to realize highly linear poly-to-poly capacitors.

3. An additional polysilicon layer might be formed that has an extremely high resistivity (say, | GQ/0).
This high resistivity is used to realize resistor loads in four-transistor, static random-access memory
(SRAM) cells.
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Fig. 2.13 Final cross section of an example CMOS microcircuit.
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Field-implants may exist under the field-oxide in the well regions as well as under the field-oxide in the
substrate regions.

Often, the n-channel and the p -channel transistors will have separate threshold-voltage-adjust
implants.

The microcircuit might have up to ten or more layers of metal.

It is usually necessary to add several additional steps so that the surface is made smoother, or pla-
narized, after each metal-patterning step. This is normally done by a reactive etching process in which
the metal is covered with SiO, and the hills are etched faster than the valleys.

Different metals might be used for the silicon contacts than for the interconnect, to obtain better fill in
and less diffusion into the silicon surface.

Thin-film nichrome resistors may exist under the top layer of metal.

Additional ion implantation and salicide blocking steps may be used to produce polysilicon strips with
high sheet resistance for use as resistors.

The transistors may be realized in an epitaxial layer. For example, the substrate may be p™*, and a p -
epitaxial layer would be grown on top. The advantages of this type of wafer are that it is more immune
to a destructive phenomenon called latch-up (described at the end of this chapter), and it is also more
immune to gamma radiation in space. Finally, it greatly minimizes substrate noise in microcircuits that
have both analog and digital circuits, (i.e., mixed-mode microcircuits).

“Shallow-trench isolation” involves etching trenches into the silicon substrate between transistors to
reduce the coupling between them, which is increasingly problematic at small feature sizes.

In order to mitigate hot carrier effect, the narrow portion of the source/drain regions immediately adja-
cent to the channel may be ion implanted to reduce their doping levels. Unfortunately, these “lightly-
doped drain” regions also introduce a significant resistance in series with the channel.

Impurities may be introduced into the crystalline silicon lattice in order to stretch or compress the MOSFET
channel regions. For example, silicon germanium has a larger lattice spacing than pure silicon, so by using
some silicon germanium to stretch the regular silicon crystal lattice, an increase in electron mobility is
effected.

Ion implantation with very high acceleration may be used to implant dopants at a depth greater than any
of the transistor features; for example, approximately 2 um below the substrate surface. This is some-
times used to create a buried deep n well region below the silicon substrate and contacted by a regular
n well. A critical circuit may be isolated from noise in neighboring circuits by enclosing it in such a
buried n well making it useful for mixed analog-digital integrated circuits.
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16. Additional processing steps may be used to ensure that bipolar transistors can be included in the same
microcircuit as MOS transistors. This type of process is called a BICMOS process and is particularly
popular for analog high-speed microcircuits.

2.2 CMOS LAYOUT AND DESIGN RULES

It is the designer’s responsibility to determine the geometry of the various masks required during processing. The
process of defining the geometry of these masks is known as layout and is done using a CAD program. Here, we
describe some typical layout design rules and the reasons for these rules.

2.2.1 Spacing Rules

When designing the layout, typically the designer does not need to produce the geometry for all of the masks
because some of the masks are automatically produced by the layout program. For example, the p* and n” masks
used for the source and drain regions are usually generated automatically. Also, the program might allow the
designer to work in the final desired dimensions. The layout program then automatically sizes the masks to
account for any lateral diffusion or etching loss; this sizing produces larger- or smaller-dimension masks. For
example, a designer might draw a polysilicon line so that a transistor would have a 0.1-um length. The program
might then produce a mask that had a 0.12-um line width. This increased mask sizing would account for the junc-
tion overlap due to lateral diffusion and the polysilicon loss due to etching.

In a modern layout program, the layout of some circuit cells might already be performed and stored in a library.
During overall layout, these cells are then parametrically adapted to a required size, and the corresponding geome-
tries for every layer are automatically generated. Often, when the cells are being connected, they might be automati-
cally placed an d routed, or connected, by the program. The designer might then interactively modify this
automatically generated layout. Thus, as time goes on, the layout becomes more automated as more cells become
available. However, the designer must still take direct control of the layout of critical cells, especially when the lay-
out must be small or the resulting circuits must be fast. For example, one would rarely allow a computer to automati-
cally generate the layout of a memory cell where space and capacitive loading of the connecting buses are critical.
Thus, a digital microcircuit designer must be knowledgeable about the design rules that govern the layout required
for the process used.

The two most important masks are those for the active (OD) region and for the gate polysilicon. The intersec-
tion of these two masks becomes the channel region of MOS transistors. For example, consider Fig. 2.14(a),
which shows a simplified view of a MOS transistor, and Fig. 2.14(b), which shows the corresponding layout of the
active mask and the polysilicon, or poly, mask. In Fig. 2.14(b), the poly mask runs vertically. The length of
the poly that intersects the active-region mask is the transistor width, W, and the width of the poly line is the tran-
sistor length, L, as Fig. 2.14 shows.

The design rules for laying out transistors are often expressed in terms of a quantity, A, where A is 1/2 the
minimum permitted gate length. This generalization allows many of the design rules to be simply expressed, inde-
pendent of the true value for the minimum channel length (i.e., 2A). Figure 2.14(b) shows the smallest possible
transistor that can be realized in a given process when a contact must be made to each junction. Also shown are
many of the minimum dimensions in terms of A.

When we express design rules in terms of A, we assume that each mask has a worst-case alignment of
under 0.75\. Thus, we can guarantee that the relative misalignment between any two masks is under 1.5A. If an
overlap between any two regions of a microcircuit would cause a destructive short circuit, then a separation
between the corresponding regions in a layout of 2\ guarantees this will never happen. For example, consider
the poly mask and the contact mask in Fig. 2.14(b). If these two regions overlap in the microcircuit, then the
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Fig. 2.14 (q) A simplified view of a partially finished fransistor and (b) the corresponding layout of
the active, polysilicon, and contact masks.

metal used to contact the source junction is also short-circuited to the gate poly, causing the transistor to be
always turned off, as shown in Fig. 2.15. If the source happens to be connected to ground, this error also short-
circuits the gate-to-ground. To prevent this type of short, the contact openings must be kept at least 2A away
from the polysilicon gates.

Another example of a catastrophic failure due to misalignment is a gate that does not fully cross the active
region (also shown in Fig. 2.15). Since the junctions are implanted everywhere in the active region except under the
gate, this misalignment causes a short circuit between the source and the drain—thus the design rule that polysilicon
must always extend at least 2 past the active region.

Another design rule is that active regions should surround contacts by at least 1A. If, in reality, an overlap
exists between the edge of the active-region mask and the contact mask, no disastrous shorts occur. The circuit
still works correctly as long as sufficient overlap exists between the contact and the active masks so that a good
connection is made between the aluminum interconnect and the junction. Since the maximum relative misalign-
ment is 1.5, having the source (or drain) region surround the contact by 1A and a minimum contact width of 2A
guarantees an overlap of at least 1.5\.

The few design rules just described are sufficient to allow one to estimate the minimum dimensions of a junc-
tion area and perimeter before a transistor has been laid out. For example, assume that in Fig. 2.14 a contact is to
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Fig. 2.15 Mask misalignment that results in catastrophic short circuits and an example of a non-
catastrophic misalignment.

be made to a junction; then the active region must extend past the polysilicon region by at least 5A. Thus, the
minimum area of a small junction with a contact to it is

A, = Ay = 5AW 2.4
where W is the transistor width. Similarly, in Fig. 2.14, the perimeter of a junction® with a contact is given by
P, = Py = 10L+W (2.5)

These estimates may be used when estimating the parasitic capacitances in the transistor models. They may also
be used in SPICE to simulate circuits so the parasitic capacitances are determined more accurately. However, note
that they are only estimates; the true layout will differ somewhat from these rough estimates.
Sometimes, when it is important to minimize the capacitance of a junc-

o o tion, a single junction can be shared between two transistors. For example,
during integrated circuit manufac- der th . . ¢ . h i Fie 2.16 Th
turing impose constraints on the consi er the series connection o tyvo tran51§tors shown in Fig. 2. (a). The
minimum sizes and spacing of active, poly, and contact masks might be laid out as shown in Fig. 2.16(d).
transistor and interconnect Notice that a single junction is shared between transistors Q; and Q,. The
features. These constraints may be | area, and especially the perimeter of this junction, are much smaller than
expressed as multiples of X, equal | those given by equations (2.4) and (2.5). Also, in a SPICE simulation, the
to one-half the minimum gate area and perimeter should be divided by 2 when they are specified in each
length. They influence parasitic . .. . . LT .

; ; transistor description, since the junction is shared. Alternatively, all of the

capacitances, and ultimately the . . . : T
circuit bandwidth which an analog | 31€3 and perimeter could be specified in one transistor description, and the
designer may expect. area and perimeter of the other junction could be specified as zero.
Since the junction sidewall capacitance is directly proportional to the
junction perimeter, and since this capacitance can be a major part of the total junction capacitance (because of the

Key Point: Finite tolerances

3. Note that the perimeter does not include the edge between the junction and the active channel separating the junction and the gate
because there is no field-implant along this edge, and the sidewall capacitance is therefore smaller along that edge.



2.2 CMOS Layout and Design Rules 89

— 7 —
= 2\ 2\
(a) (b)

Fig. 2.16 (a) A series connection of two transistors and (b) a possible layout.

heavily doped field-implants), minimizing the perimeter is important. Note that it is impossible to share junctions
between n-channel and p-channel devices as they must be located in separate substrate regions doped p- and n-
type respectively.

EXAMPLE 2.1

Assuming A = 0.2 pm, find the area and perimeters of junctions J,, J,, and J; for the circuit in Fig. 2.16.

Solution

Since the width and length are shown as 10A and 2A, respectively, and A = 0.2 pm, the physical sizes are
W=2umandL = 0.4 um.
Thus, for junction J,, using the formulas of (2.4) and (2.5), we have

A, = 5AW = 5(0.2)2 pm’ = 2 pm’ (2.6)
and
P, = 10A+W = [10(0.2) + 2] um = 4 pm (2.7)

Since this junction is connected to ground, its parasitic capacitance is unimportant and little has been done to min-
imize its area. Contrast this case with junction J,, where we have

A, = 20W + 1207 = 1.28 pm? (2.8)

The perimeter is unchanged, resulting in Py, = 4 pm. Thus, we have decreased the junction area by using the
fact that the transistor is much wider than the single contact used. However, sometimes wide transistors require
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additional contacts to minimize the contact impedance. For example, the two contacts used for junction J, result
in roughly half the contact impedance of junction J,.
Next, consider the shared junction. Here we have a junction area given by

A; = 2AW = 0.8 um? 2.9)
Since this is a shared junction, in a SPICE simulation we would use
As = Ay = AW = 04 um? (2.10)

for each of the two transistors, which is much less than 2 pm’. The reduction in the perimeter is even more sub-
stantial. Here we have

Py; = 40 = 0.8 um (2.11)
for the shared junction; so sharing this perimeter value over the two transistors would result in
Ps = Py = 24 = 0.4 um (2.12)

for the appropriate junction of each transistor when simulating it in SPICE. This result is much less than the 4-um
perimeter for node J,.

Because minimizing the junction capacitance is so important, one of the first steps an experienced designer
takes before laying out important high-speed cells is first to identify the most critical nodes and then to investigate
possible layouts that minimize the junction capacitance of these nodes.

An additional design rule has been implicitly introduced in the previous example. Notice that for junction J,
in Fig. 2.16, part of the active region boundary is only 2A away from the gate. This minimum junction area is the
typical design rule for this case.

Several design rules are required in addition to those just mentioned. Some of these are described next, with
reference to the layout of a digital inverter, shown in Fig. 2.17. Notice that the n well surrounds the p-channel
active region, and therefore the p* junctions of the p-channel transistors, by at least 3A. Notice also that the mini-
mum spacing between the n well and the junctions of n-channel transistors, in the substrate, is SA. This large spac-
ing is required because of the large lateral diffusion of the n well and the fact that if the n-channel junction became
short-circuited to the n well, which is connected to Vpp, the circuit would not work. Conversely, a p+-substrate tie
can be much closer to a well because it is always connected to ground and is separated from the well by a reverse-
biased junction. A typical dimension here might be 2A. Since a p-channel junction must be inside the well by at
least 3\ and an n-channel junction must be outside the well by 5\, the closest an n-channel transistor can be placed
to a p-channel transistor is 8A.

Notice in Fig. 2.17 that metal is used to connect the junctions of the p-channel and n-channel transistors. Nor-
mally, the metal must overlap any underlying contacts by at least A. A typical minimum width for first-level metal
might be 2, the same as the minimum width for polysilicon. However, it can be wider as in Fig. 2.17, where it is
4)\ wide.

Notice also in Fig. 2.17 that a single contact opening, known as a butting contact, is used to contact both the p-channel
transistor source and an N -well tie, because both will be connected to Vpp. Although the outlines of the p* and n”
masks are not shown in Fig. 2.17, under the contact, one half will be doped p " (the p-channel junction) and one half will be
doped n' (the well tie). Also, for the n-channel transistor, a butting contact was used to connect the n-channel source to a
p-substrate tie, and both will be connected to ground. In a typical set of design rules, a maximum distance between tran-
sistors and well (or substrate) ties is specified, and a maximum distance between substrate ties is also specified. For example,
the rules might specify that no transistor can be more than 100X\ from a substrate tie. These rules are necessary to prevent
latch-up, a phenomenon described at the end of this chapter.
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Fig. 2.17 (o) A CMOS digital inverter and (b) a possible layout with several design rules illustrated.

As a final example, we describe the layout of a large transistor. Normally, a wide transistor is composed of
smaller transistors connected in parallel. This approach results in shorter individual polysilicon gate strips and,
hence, a lower series gate resistance. It also reduces the junction capacitances, as we shall see in Example 2.2.
A simplified layout of this approach is shown in Fig. 2.18(a), where four transistors that have a common gate are
connected in parallel. Figure 2.18(b) shows the circuit corresponding to the layout in Fig. 2.18(a), where the tran-
sistors have been drawn in the same relative positions. Figure 2.18(c) shows the same circuit redrawn differently,
where it is clear that the circuit consists of four transistors connected in parallel. Notice that the second and fourth
junction regions are connected by metal to node 1, whereas the first, third, and fifth junction regions are connected
by metal to realize node 2. Because it has a larger total junction area and especially a larger perimeter, node 2 will
have a much greater junction capacitance than node 1. Thus, when the equivalent transistor is connected to a cir-
cuit, node 1 should be connected to the more critical node. Also notice the large number of contacts used to mini-
mize the contact impedance. The use of many contacts in wide junction regions greatly minimizes voltage drops
that would otherwise occur due to the relatively high resistivity of silicon junctions compared to the resistivity of
the metal that overlays the junctions and connects them.*

4. The use of metal to overlay a higher-resistivity interconnect, such as polysilicon or heavily-doped silicon, is recommended to lower
the resistivity of the interconnect.
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Fig. 2.18 Connecting four transistors in parallel to realize a single large transistor: (a) the layout,
(b) the schematic drawn in the same relative positions as the layout, and (c) the circuit redrawn to
make the parallel transistors more obvious.
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Design rules also specify the minimum pitch between polysilicon interconnects, metal 1 interconnects, and
metal 2 interconnects. These might be 2, 2, and 3A, respectively. Metal 2 requires a larger minimum pitch
because it resides further from the silicon surface where the topography is less even. The minimum widths of poly,
metal 1, and metal 2 might also be 24, 2A, and 3, respectively.

This concludes our brief introduction to layout and design rules. In a modern process, many more design
rules are used than those just described. However, the reasons for using and the methods of applying these rules is
similar to that which has been described. Finally, note that when one does modern integrated circuit layout, the
design rules are usually available to the layout CAD program and are automatically checked as layout progresses.

EXAMPLE 2.2

Consider the transistor shown in Fig. 2.18, where the total width of the four parallel transistors is 804, its length is
2%, and A = 0.2 um. Assuming node 2 is the source, node 1 is the drain, and the device is in the active region,
find the source-bulk and drain-bulk capacitances given the parameters C; = 0.24 fF/um? and C;,, = 0.2 fF/pm.
Also find the equivalent capacitances if the transistor were realized as a single device with source and drain con-
tacts still evenly placed.
Solution
Starting with node 1, the drain, we find that the areas of the junctions are equal to
Ay, = Ay = 6L x20L = 12007 = 4.8 um’
Ignoring the gate side, the perimeters are given by
Py, = Py, = 6L +6A1 = 121 = 2.4 pm
As a result, Cy, can be estimated to be
Cab = 2(A;C,+ Py,Cisy) = 3.3 fF
For node 2, the source, we have
Aj = Ay = 5L x20% = 100A° = 4 um’
and
Ay = Ay, = 48 pm’
The perimeters are found to be
Py, = Pys = 5A+ 50+ 200 = 30Ah = 6 um
and
Py; = Py, = 24 um
resulting in an estimate for Cg;, of
Cob = (Aj+A;+A;+WL)C + (Pyy + Pys + Pys)Ciaw

(19.2 um?)0.24 fF/um? + (14.4 um)0.2 fF/pum
7.5 fF
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It should be noted that, even without the additional capacitance due to the WL gate area, node 1 has less capaci-
tance than node 2 since it has less area and perimeter.
In the case where the transistor is a single wide device, rather than four transistors in parallel, we find

A, = 50 x 801 = 400> = 16 um’
and
P, = SA+5A+80L = 904 = 18 pm

resulting in Cyp, = 7.4 fF and C,, = 9.0 fF. Note that in this case, C, is nearly twice what it is when four parallel
transistors are used.

2.2.2 Planarity and Fill Requirements

Many aspects of the fabrication process require the circuit surface to be very planar. Generally, the optics used to
achieve fine lithographic resolution in modern CMOS circuits, also ensure a very narrow depth of field for the
lithography. Hence, any surface roughness will blur the resulting patterns. As illustrated in Fig. 2.13, depending
upon the density of metal, contacts, and polysilicon, the thickness of a microcircuit can vary considerably. Hence,
it is typically required that the fraction of an overall microcircuit covered by particular layers be constrained
within some range. For example, it might be required that on the first layer of metal, between 10% and 35% of the
entire area of a layout be filled. Since more advanced CMOS processes require more precise planarity of the cir-
cuit, these fill requirements become more stringent. Modern processes place requirements not only on the overall
circuit, but also on any particular region (or “tile”) of a circuit.

In analog circuits, following the minimum fill design rules can be difficult. Analog layouts are often domi-
nated by relatively large passive components such as resistors and capacitors, which leave many metal layers
unused. A typical solution is to add superfluous “dummy” metal, polysilicon, etc. to the layout. This process is
automated by many CAD tools, but analog designers may wish to tightly control or at least monitor the process to
ensure the resulting dummy fill does not introduce any undesirable parasitic effects.

2.2.3 Antenna Rules

Antennal rules are intended to prevent a microcircuit from being permanently damaged during manufacture by
static charges that develop on conductors in the circuit. An example is illustrated in Fig. 2.19. During the manu-
facturing process, before the creation of Metal 2, the circuit shown in Fig. 2.19(a) will look like Fig. 2.19(b). As it

Metal 2. - - - - - - - » 4
++++ +++ +
Metal 1..... > 4 7 J rx Y — 4
polysilicor - . #
L'}n+ V.v\ U n* o n* V) n*
oxide breakdown
p~ region p~ region

(a) (b) (c)

Fig. 219 During the manufacturing process, before the creation of Metal 2, the circuit cross-sedion
shown in (a) wil look like (b). If a large static charge develops on the polysilicon gate at this time, the
gate oxide can be damaged. Antenna rules ensure that nodes at risk of sustaining this type of dam-
age are connected to a diode to provide a discharge path, as shown in (c).
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passes through the various fabrication steps, a significant static electric charge may develop on the node connected
to the polysilicon gate. Since this node is completely isolated, the charge gives rise to static electric fields, which
can have high intensity across the very thin gate oxide. If sufficient charge builds up, the oxide can break down.
Antenna rules ensure that nodes at risk of sustaining this type of damage are connected to a diode from the very
start of the manufacturing process. The diode is reverse biased during circuit operation, and therefore has no effect
other than introducing some junction capacitance, but it provides a discharge path for any charge that may accu-
mulate during manufacture, as shown in Fig. 2.19(c).

224 Latch-Up

Latch-up is a destructive phenomenon in CMOS integrated circuits that can occur when there are relatively large sub-
strate or well currents or, equivalently, large substrate or well voltage drops, that might be caused by capacitive cou-
pling. These triggering voltage drops often occur when power is first applied to a CMOS integrated circuit.

A latched-up circuit is equivalent to a turned-on silicon-controlled rectifier (SCR) between the power supply
and ground. This SCR effectively short-circuits the power supplies on the microcircuit and, unless the supply-current
is limited, irreparable damage will probably occur (such as a fused open bonding wire or interconnect line).

To understand latch-up, consider the cross section of the CMOS inverter shown in Fig. 2.20 with the parasitic
bipolar transistors Q, and Q,. Transistor Q, is a lateral npn, with the base being formed by the p~ substrate,
whereas Q, is a vertical pnp, with the base being formed by the n-well region. The parasitic bipolar circuit has
been redrawn in Fig. 2.21 along with some of the parasitic resistances due to the lightly doped substrate and well
regions. The circuit realizes two cross-coupled common-emitter amplifiers in a positive feedback loop. This is the
equivalent circuit of an SCR, which is sometimes referred to as a crowbar switch.

Normally, the parasitic bipolar transistors are off, and the voltages are as shown in Fig. 2.21(a). However, if
latch-up is somehow triggered, they turn on when the loop gain is larger than unity, and as a result, the voltages are
approximately those shown in Fig. 2.21(b). This turned-on SCR effectively places a short-circuit across the
power-supply voltage and pulls Vpp down to approximately 0.9 V. If the power supply does not have a current
limit, then excessive current will flow and some portion of the microcircuit may be destroyed.

To prevent latch-up, the loop gain of the cross-coupled bipolar inverters is kept less than unity primarily by
having low-impedance paths from the power supplies to the substrate and well resulting in low R, and R,.
Hence, with an n-well technology, the design rules normally specify a maximum distance between any place in
the n-channel region of the microcircuit and the closest p* junction, which connects the substrate to ground.

P p~ substrate

Fig. 2.20 Cross section of a CMOS inverter with superimposed schematic of the parasitic transistors
responsible for the latch-up mechanism.
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Fig. 2.21 (a) The equivalent circuit of the parasitic bipolar transistors, and (b) the voltages after
latch-up has occurred.
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Similarly, in the p-channel regions, the maximum distance to the nearest n" junction, which connects the n
wells to Vpp, is specified. In addition, any transistors that conduct large currents are usually surrounded by
guard rings, as illustrated in Fig. 2.29. These guard rings are connections to the substrate for n -channel transis-
tors, or to the n well for p-channel transistors, that completely surround the high-current transistors. Also, ensur-
ing that the back of the die is connected to ground through a eutectic gold bond to the package header is helpful.

One of the best ways of preventing latch-up is to use an epitaxial process, especially one with highly doped
buried layers. For example, if there is a p*' substrate underneath the p~ epitaxial layer in which the transistors are
placed, device performance is only marginally affected but the highly conductive p" substrate has very little
impedance to ground contacts and to the package header.

2.3 VARIABILITY AND MISMATCH

When integrated circuits are manufactured, a variety of effects cause the effective sizes and electrical properties of
the components to differ from those intended by the designer. We may categorize these effects as being either
systematic variations, process variations, or random variations.

2.3.1 Systematic Variations Including Proximity Effects

When lithographic techniques are used, a variety of
two-dimensional effects can cause the effective sizes
of the components to differ from the sizes of the glass

Key Point: Systematic variations are those observed
repeatedly and consistently, even when a circuit is being
mass-produced. Generally, these may be avoided by proper

layout masks. Some examples of these effects are
illustrated in Fig. 2.22.

For example, Fig. 2.22(a) shows how an effec-
tive well area will typically be larger than its mask
due to the lateral diffusion that occurs not just during
ion implantation but also during later high-tempera-
ture steps, such as annealing. Another effect, known
as overetching, occurs when layers such as polysili-
con or metal are being etched. Figure 2.22(b), for
example, shows overetching that occurs under the

layout techniques, although doing so may impose some
penalty in terms of layout size or performance. Process
variations are observed because the conditions of manu-
facture (temperature, concentration levels, etc.) can never
be maintained precisely constant. These manifest as device
parameters that differ from one sample of a circuit to the
next. Random variations are statistical in nature and are
present in every individual device. Hence, they may be
observed as mismatch between two identically specified
transistors fabricated under the same nominal conditions.
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SiO, protection SiO;, protection Polysilicon gate Transistor channel
L PO

/\
Well
Overetching

p* field implants ~ Channel width
narrowing

Polysilicon gate

Lateral diffusion under SiO, mask

(a) (b)

Fig. 2.22 Various two-dimensional effects causing sizes of realized microcircuit components to
differ from sizes of layout masks.

SiO, protective layer at the polysilicon edges and causes the polysilicon layer to be smaller than the corresponding
mask layout. A third effect is shown in Fig. 2.22(c), where an n -channel transistor is shown as we look along the
channel from the drain to the source. The width of the transistor is defined by the width of the active region (as
opposed to the width of the polysilicon line), and this width is determined by the separation of the isolation oxide
between transistors (i.c. the field-oxide in a LOCOS process). The p” field implant under the field-oxide causes
the effective substrate doping to be greater at the sides of the transistors than elsewhere. This increased doping
raises the effective transistor threshold voltage near the sides of the transistors and therefore decreases the
channel-charge density at the edges. The result is that the effective width of the transistor is less than the width
drawn on the layout mask.

The features surrounding a device can also impact its electrical performance. For example, neighboring
conductors give rise to parasitic capacitances in a circuit. However, there are some more subtle proximity effects.
For example, when ion implantation is used for well formation, some incident atoms will scatter when striking near
the edge of the photoresist, as shown in Fig. 2.23. As a result, the dopant concentration at the surface of the n-well
is elevated near the well edge, gradually decreasing over a distance of 1 pm or more [Drennan, 2006]. Hence, tran-
sistors will have threshold voltages that vary considerably depending upon their location and orientation relative to

lon implantation beam

Photoresist, PR,

n well

Higher dopant concentration

near well edge
P SiO,

Fig. 2.23 The well edge proximity effect is caused by scattering during ion implantation.
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a well edge. The conservative analog designer may layout all transistors some minimum distance from any well
edge, perhaps as much as 3 pum, to avoid this effect—a huge distance in manufacturing technologies capable of fea-
ture sizes smaller than 100 nm.

Polysilicon gate Sio, Shallow-trench isolation can also impact the electrical
properties of the surrounding silicon. The trench formation

r M [ . and filling places a compressive stress on the silicon lattice,

) as shown in Fig. 2.24. This compressive stress reduces elec-

n* n* n* n* n* tron mobility and increases hole mobility. It can also impact

—» <+ —> <+ the rate of dopant diffusion, thereby influencing threshold

STI Stress voltage as well. Since the stress effects only those devices

near the edge of the active OD regions, it can lead to mis-

p~ match between transistors that are not laid out identically. For

example, if multiple transistors share the same active region
they must be oriented so that they are both equidistant
from the edge of the active region, and so that they both have
the same orientation with respect to the edge (e.g., they
should both have their source closer to the edge of the active
region). A conservative approach is to always include dummy transistor structures close to the edge every active region,
so that no active analog transistors are located close to an STI trench. In the most modern processes, two dummies may
be required on each edge of the active regions [Drennan, 2006].
Key Point: The absolute sizes and elec- These examples illust.rate typical systeplatic effects, but many
trical parameters of integrated circuit other second-order effects influence the realized components. These
components can seldom be accurately other effects include those caused by boundary conditions of an
determined. For best accuracy, larger object, the size of the opening in a protective layout through which
objects are made out of several unit-sized | etching occurs, and the unevenness of the surface of the microcircuit
components connected together, and the | [Maloberti, 1994]. For these reasons, the absolute sizes and electri-
boundary conditions around all objects . P
should be matched, even when this means cal parameter_s of integrated circuit componentg can seldom be accu-
adding extra unused components. rately dete.rm%ned. For best accuracy, larger objects are made out of
several unit-sized components connected together, and the boundary
conditions around all objects should be matched, even when this means adding extra unused components. Inac-
curacies also affect the ratios of sizes when the ratio is not unity, although to a lesser degree.

Fig. 2.24 Shallow-trenchisolation (STl) places
stress on the surrounding silicon effecting
nearby fransistor parameters.

2.3.2 Process Variations

Variations in the manufacturing process also influence device performance. For example, the temperatures under
which various fabrication steps are performed and the concentration of elements introduced will influence transis-
tor parameters. In spite of intense effort to minimize these variations, they persist and are significant. For example,
the oxide thickness may vary by 5% and dopant concentrations by 10% [Tsividis, 2002]. These translate into
device parameter variations equivalent to, for example, 100 mV changes in Vy,, 15% for K', and 5% for junction
capacitances. All designs will be subject to these process variations regardless of how much care is taken to elim-
inate the systematic variations described above.

To see the effect of process variations during design, several different device models are used for the analysis
and simulation of any analog circuit. Each model represents a different combination of device parameter varia-
tions that may be expected to occur during mass production of the design. For example, since PMOS and NMOS
devices often are subjected to different channel implantation steps, process variations may cause the PMOS and
NMOS threshold voltages to vary either up or down independently of one another. Taking into account variations
in all process parameters quickly leads to a huge number of permutations. In addition, a practical design will be
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expected to operate effectively over a range of temperatures (which in turn influences carrier mobility and other
device parameters), and over a range of different supply voltages. Collectively, these are referred to as PVT (pro-
cess—voltage—temperature) variations, and are often a bane to analog designers.

EXAMPLE 2.3

Consider a NMOS transistor biased with Vgg = 0.65 V and with the device SPICE! This may
parameters listed for the 0.18-pm CMOS process in Table 1.5. How much does the " be simulated using

drain current change with a 100 mV increase in V,, 5% decrease in C,,, and 10% the corner models
decrease in p,? on the text website.

Solution

Note that since Table 1.5 indicates a threshold voltage of Vi, = 0.45 V, a V, increase of 100 mV represents a
50% decrease in Vg, from 200 mV to 100 mV. Adopting a simple square law device model, a great simplification
considering the large process variations present on A, the nominal device drain current is given by

1 w

ID = EHnCoereffz

Accounting for all of the process variations, the new drain current will be

I pew = %(0.9;@(0.95Cox)\’—li’(o.sveﬂ)2 = (0.9-0.95-0.5%)l, = 0214 - Iy

representing a 79% decrease in drain current. Much of this is a result of the V, variation.

The combination of parameter variations considered in Example 2.3 is

colloquially referred to as a “slow process corner” because those variations, | .- °. X
. . . . . . .. . tions in transistor parameters,

combined with larger-than-expected junction capacitances, result in digital cir- supply voltage, and tempera-
cuits that are slower than what may be nominally expected from a particular | yye (PVT variations) can be a
manufacturing process. Designers also consider a “fast” process corner exhibit- | bane to analog designers try-
ing reduced values of V, and junction capacitances and increased C,, and p. |ing to reliably meet specific
These slow and fast corners, when combined with high and low operating tem- | performance criteria.
peratures, and low and high supply voltages respectively, are often considered
the extreme cases under which a digital circuit must operate. Unfortunately, analog performance metrics may
actually be worst under some different, but equally likely, combination of process parameter variations.

Key Point: Practical varia-

2.3.3 Random Variations and Mismatch

Even in the absence of any process variations, there are limits on the accuracy with which devices can be fabri-
cated. For example, the number of dopants present in the channel region of modern minimum-size transistors may
be as few as 100. It is impossible to ensure that two transistors will have the exact same number and location of
dopants, even when they have identical layouts and are fabricated under identical conditions. As the number
of dopants or their relative location varies randomly, so do transistor parameters such as threshold voltage. Chan-
nel dopants are just one source of uncertainty—there are several such factors that contribute to random variations
in device parameters.
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A fundamental analysis of the statistical variation of device parameters on a wafer [Pelgrom, 1989] predicts a
Gaussian distribution with variance
A 2

o’ (AP) = =2+ S.°D’ (2.13)

where AP is the difference in some device parameter P between two devices spaced a distance D apart, W and L
are the dimensions of the device, and A, and S, are proportionality constants usually obtained from experimental
measurements. Equation (2.13) captures only random variations in device parameters, not the systematic or pro-
cess variations already described. The expression is general and can be applied to transistors, capacitors, resistors,
etc. although it manifests itself slightly differently in different model parameters. For example, sometimes the
variation is in absolute terms, and sometimes in relative terms.

The most important random variations in a MOSFET may be modelled by variations in V, (threshold voltage)
andK' = p,Co (W/L).

+Sy'D’ (2.14)

(2.15)

Although there is some debate in this regard, it is generally conservatively assumed that statistical variations in V,;
and K' are uncorrelated. These expressions clearly illustrate the need to closely space devices whose mismatch is
of concern to us. Prime examples are differentially paired transistors and current mirroring transistors. Assuming
this is done, the area dependent term will dominate and is therefore our focus.

Mismatch in Transistors with the Same Vg

Transistors biased with the same gate-source voltage will have currents that vary as follows [Kinget, 2005]:

Alp)\?
(M} - (g—) S2(AV,) + S(AK) (2.16)
Ip Ip K
Key Point: The parameters of Thi§ does pot presume a square law anq is therefore Valiq over all operating
devices that are closely spaced regions. Since both AV and AK' are inversely proportional to the square
with identical layout exhibit a root of device area, the overall relative current mismatch is also inversely

random variance inversely propor-| proportional to the square root of the device area. Substituting (2.14) and

tional to device area. In practice, | (2.15) into (2.16) and assuming closely-spaced devices so we may neglect
the most important random varia- the terms with D ~ 0

tions in most analog circuits are V,
o (Alp))2 1 m) >
(M) - VW_[AV‘Oz(?_D) + AKF} .17)

mismatch.
Ip

Hence if we want to improve the current matching by a factor of 2, we must quadruple the device area. This can be
achieved, for example, by doubling both W and L.
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Fig. 2.25 depicts a simple current mirror circuit where Vgs, = Vas, 2
The currents will therefore vary with a standard deviation given by (2.17). I*
Under a square law, g,,/lp = 1/(2Vey), so the first terms in (2.16) and
(2.17) decrease with increasing V. In subthreshold, the first term lin v, I lout
approaches a constant maximum value of g,,/1p = q/nkT. A plot of current
mismatch representative of closely spaced 2 pum/0.2 um devices with the Q, Q,

same Vgg in a 0.18-pum CMOS process is presented in Fig. 2.26. Clearly, V-
mismatch is the dominant source of error except at impractically large values = =
of Vgt = Vgs — Vi This remains true even for large-area devices since both

contributions are inversely proportional to device area, WL. Fig. 2.25 A simple current

mirror with mismatch.

EXAMPLE 2.4

Assuming a current mirror is to be biased with V_;=0.4V, how large must the devices be in order to ensure the cur-
rent mismatch has a standard deviation better than 1%? Assume that Ay, = 4 mV - pm and A = 0.01 pm.

Solution

From Fig. 2.26, the 2 um/0.2 um device has a standard deviation of 3.2% at Vo = 0.4 V. This will decrease with
~WL. Hence the device must be made 3.2% = 10.2 times larger in area. For example, each device could be sized
6.5 um/0.65 um.

Fig. 2.26 considers two transistors of fixed size with the same value of Vg and a drain current | that varies
with Vg, in which case the best matching is obtained by selecting a large value of V. where the impact of V,;

20.0%
18.0%
16.0%
14.0% ™\

12.0%

= 10.0% \
8.0% \

6.0% \ ;
V, contribution —p? Total mismatch
4.0% K’ contribution Sy ¥
N
2.0% A ==

SRS S N N — = S
0.0%

) %

Al

o
Ve

-400 -200 0 200 400 600 800
Vgs - Vt(V)
Fig. 2.26 A plot of curent mismatch versus effective gate-source voltage for a simple current mirror. The

values are representative of what one might see in a 0.18 pm CMOS process with Ay, = 4 mV - um and
Ax = 0.01 umfordevicessized W/L = 2 um/0.2 pm.
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variations is reduced. However, if instead the drain current |y is fixed and V4 varies with device aspect ratio
(W/L), then the best matching is obtained at low values of Vo since that implies the largest devices.

Mismatch in Differential Pairs

Consider the differential pair in Fig. 2.27 where transistors Q, and Q,

| | are subject to random variations. When the differential pair input is

lo, *| |* lo, zero, V"=V and Vg | =V, the currents will vary with a standard
deviation given by (2.17). Hence the input offset voltage is given by

WL

+
VAL @ Q, \Ijl- V- 2 Ip)?
E\ 5'(Vos) = LAZ'D) = L[AWO%(Q—D) AK?} (2.18)
gm m

lbi
* The first term will practically always dominate, particularly at the

input of an opamp where the differential pair devices are sized to
have high transconductance per unit of current, g,/ lp.

Fig. 2.27 A simple NMOS differen-
tial pair.

EXAMPLE 2.5

If a differential pair is to be biased with I,;, =200 p A, how large must the devices be sized to ensure the input off-
set is less than 1 mV 99.8% of the time? Assume that Ay, = 4 mV - pm and Ax = 0.01 um.

Solution

The specs require the input offset to have a standard deviation better than 1 mV /3 = 0.333 mV. Each device has
a nominal drain current of [;=100 p A. Assuming that the first term is dominant, equation (2.18) gives

2
(0.333 mV)* = %:WL = 144 pm’

For example, if the gate length is L = 0.5 um, the device widths must be W = 288 pm.

Mismatch in Transistors with Same Currents

Shown in Fig. 2.28, transistors biased with the
t same currents will have gate-source voltages that
vary as follows:

+ Q, + Q, N 2 2
Veias Vas1 — Vs ~ 6’(AVes) = o”(AVq) + (G(ﬁK )) (I_D)
= I | | gm

Fig. 2.28 Transistors biased with identical currents. o ) )
where it is assumed in the second line that the

devices are closely spaced. Again, V,-variations are
likely to dominate in practice. This may be of interest in knowing how much headroom is available at a particular
point in a circuit.



2.4 Analog Layout Considerations 103

24 ANALOG LAYOUT CONSIDERATIONS

When one designs analog circuits, several important layout issues should be considered to realize high-quality cir-
cuits. Firstly, the layout should avoid sources of systematic variation which will cause device parameters to devi-
ate from their expected values. Second, good layout practices will minimize noise and outside interference in the
circuit.

2.4.1 Transistor Layouts

Transistors in analog circuits are typically much wider than transistors in Key Point: In a common centroid lay-
digital circuits. For this reason, they are commonly laid out using multi- | out, any linear gradient in electrical
ple-gate fingers similar to the layout shown in Fig. 2.18. When precision | properties across the chip effects two
matching between transistors is required, then not only should the indi- | or more devices equally. This is
vidual transistors be realized by combining copies of a single-sized unit | @chieved by d""’:d"”g e‘fCh device into
transistor, but the fingers for one transistor should be interdigitated with S,ma”er eq,”al_s ized units, a,”d arrang-
the fingers of the second transistor. Specifically, a common-centroid lay- ing the units so thazt L.Z” de“vwes hL.w,e,

3 [ ! the same mean position (“‘centroid”).
out is one where the fingers are ordered so that a linear gradient across
the integrated circuit in any device parameter, such as the temperature or the gate-oxide thickness, has zero net
effect on device performance. This is achieved by ensuring the mean position of the devices are the same. An
example of a common-centroid layout for the two identically matched transistors in Fig. 2.27 whose sources are
connected is shown in Fig. 2.29 in simplified form [O’Leary, 1991; Maloberti, 1994]. Each of the two transistors
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Fig. 2.29 A common-centroid layout for the differential source-coupled pairin Fig. 2.27.
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is composed of four separate transistor fingers connected in parallel. The layout is symmetric in both the X and y
axes, and any gradients across the microcircuit would affect both M, and M, in the same way. This layout tech-
nique greatly minimizes nonidealities such as opamp input-offset voltage errors when using a differential pair in
the input stage of an opamp. Also note that inside the structure, the fingers occur in doubles—two for M,, two for
M,, two for M,, and so on. This permits the use of only 2 drain junctions for 4 fingers, reducing the capacitance on
that node. The drain connections for each transistor are routed towards the side of the transistor opposite the gate
routing. This minimizes parasitic gate-drain (Miller) capacitance, which has an important influence in circuit
bandwidth. For the greatest accuracy, only the inside fingers are active. Outside, or dummy, fingers are included
only for better matching accuracy and have no other function. The gates of these dummy fingers are normally con-
nected to the most negative power-supply voltage to ensure they are always turned off (or they are connected to
the positive power supply in the case of p -channel transistors). A ring of contacts, called a guard ring, encircles
the transistor OD region providing a low resistance connection to the body terminal under the transistors.

When current mirrors with ratios other than unity are required, again, each of the individual transistors
should be realized from a single unit-sized transistor. For example, if a current ratio of 1:2 were desired, then the
input transistor might be made from four fingers, whereas the output transistor might be realized using eight iden-
tical fingers.

242 Capacitor Matching

Very often, analog circuits require precise ratios of capacitors. Ideally, capacitor size is given by

C. = 22A, = Coxy, (2.20)

0X

The major sources of errors in realizing capacitors are due to overetching (which causes the area to be smaller than
the area of the layout masks) and an oxide-thickness gradient across the surface of the microcircuit. The former
effect is usually dominant and can be minimized by realizing larger capacitors from a parallel combination of
smaller, unit-sized capacitors, similar to what is usually done for transistors. For example, to realize two capac-
itors that have a ratio of 4:6, the first capacitor might be realized from four unit-sized capacitors, whereas the
second capacitor might be realized by six unit-sized capacitors. Errors due to the gradient of the oxide thickness
can then be minimized by interspersing the unit-sized capacitors in a common-centroid layout so the gradient
changes affect both capacitors in the same way. Since oxide-thickness variations are not usually large in a
reasonably small area, this common-centroid layout is reserved for situations where very accurate capacitors are
required.

If only unit-sized capacitors are used, then any overetching will leave the capacitor ratio unaffected. Thus,
good designers strive to realize circuits in which only unit-sized capacitors are needed. Unfortunately, this situation
is not always possible. When it is not, overetching error can still be minimized by realizing a nonunit-sized capac-
itor with a specific perimeter-to-area ratio. To determine the correct ratio, first note that the error due to overetch-
ing is roughly proportional to the perimeter of the capacitor. Specifically, if we assume that a capacitor has an
absolute overetching given by Ae and that its ideal dimensions are given by X, and Yy, then its true dimensions are
given by X, = X, —2Ae andy,, = Yy, —2Ae, and the true capacitor size is given by

Ca = CoxXia¥ia = Cox(Xi—2A€)(y, - 2A€) (2.21)
This situation is illustrated in Fig. 2.30. Thus, the error in the true capacitance is given by
AC; = CouX1aY1a— CoxXiy: = Co[-2Ae(X, +Y)) + 4A€?] (2.22)
When this error is small, then the second-order error term can be ignored and (2.22) can be approximated by
AC; = -2Ae(X; +Y,)Cqyx (2.23)
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The relative error in the capacitor is therefore given by

. - AC, _ -2Ae(x +Y)) (2.24)
Cideal X1y,

Thus, the relative capacitor error is approximately proportional
to the negative of the ratio of the ideal perimeter to the ideal
area (assuming only small errors exist, which is reasonable «— X;-2Ae i‘-}
since, if the errors were not small, then that capacitor sizing

would probably not be used). When we realize two capacitors y, - 2Ae 2
that have different sizes, usually the ratio of one capacitor to
the other is important, rather than their absolute sizes. This i
ratio is given by Ae

&a - Ci(1+en) é» }*

(2.25)
C.. Cz(l +€p) Ae

A

X4

v

True capacitor size

Ideal capacitor size
If the two capacitors have the same relative errors (i.e.,
€1 = £.,), then their true ratio is equal to their ideal ratio even Fig. 2.30 ) Capacitor errors due to
when they are not the same sizes. Using (2.24), we see that the overefching.
relative errors are the same if they both have the same perimeter-to-area ratio. This leads to the following result:
To minimize errors in capacitor ratios due to overetching, their perimeter-to-area ratios should be kept the same,
even when the capacitors are different sizes.

Normally, the unit-sized capacitor will be taken square. When a non-unit-sized capacitor is required, it is
usually set to between one and two times the unit-sized capacitor and is rectangular in shape, so that it has the
same number of corners as the unit-sized capacitor. Defining K to be a desired non-unit-sized capacitor ratio,
we have

C
K=2 oA Xy (2.26)
Cl A1 Xf
where C, A,, and X, represent the capacitance, area, and side-length of a unit-sized capacitor, respectively. Vari-
ables C,, A,, X,, and Yy, are similarly defined, except this non-unit-sized capacitor is now rectangular. Equating
the ratios of the perimeters-to-areas implies that

P._ P (2.27)
A, A
where P, and P, represent the perimeters of the two capacitors. Rearranging (2.27), we have
Pl Ak (2.28)
P A
which implies that K can also be written as the ratio of perimeters,
K= Xty (2.29)

2X,

This can be rearranged to become

X, +Y, = 2KX, (2.30)
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Also rearranging (2.26), we have

2
x, = KX 231)
\Z
Combining (2.30) and (2.31), we find the
10 um 10 um quadratic equation
0 um 10 um yi-2Kx,y, + KX = 0 (2.32)
19.6 un
which can be solved to give
6.72 um V. = X (K£ JyK2-K) (2.33)
4 units 2.314 units Recall that K is assumed to be greater than

one, which ensures that the square root in
(2.33) is applied to a positive number. The
value for X, is then given by (2.31).

Fig. 2.31 A capacitor layout with equal perimeter-
to-area ratios of 4 units and 2.314 units.

EXAMPLE 2.6

Show a layout that might be used to match two capacitors of size 4 and 2.314 units, where a unit-sized capacitor
is 10 pm x 10 pm.

Solution

Four units are simply laid out as four unit-sized capacitors in parallel. We break the 2.314-unit capacitor up into
one unit-sized capacitor in parallel with another rectangular capacitor of size 1.314 units. The lengths of the sides
for this rectangular capacitor are found from (2.33), resulting in

Y, = 10um(1.314iA/1.3142—1.314) = 19.56 um or 6.717 um

Either of these results can be chosen for y,, and the other result becomes X, ; in other words, the choice of sign affects
only the rectangle orientation. Thus, we have the capacitor layout as shown in Fig. 2.31 Note that the ratio of the area of
the rectangular capacitor to its perimeter equals 2.5, which is the same as the ratio for the unit-sized capacitor.

Several other considerations should be observed when realizing accurate capacitor ratios. Usually the bot-
tom plate of capacitors is shared by many unit-size capacitors.” The interconnection of the top plates can often
be done in metal with contacts to the capacitor plates. The parasitic capacitances of any tabs required to contact
the plates should be matched as much as possible. This matching often entails adding extra tabs that are not con-
nected anywhere. Another common matching technique is to ensure that the boundary conditions around the
unit-sized capacitors match. This boundary-condition matching is accomplished by adding top-plate material
around the outside boundaries of unit-sized capacitors at the edge of an array. Many of these principles are illus-
trated in the simplified layout of two capacitors shown in Fig. 2.32. Each capacitor in the figure consists of two
unit-sized capacitors. An additional technique sometimes used (not shown in Fig. 2.32) is to cover the top plates

5. It is usually possible to realize the bottom plate over the top of a well region that has many contacts connected to a low-noise power-
supply voltage. This well region acts as a shield to help keep substrate noise out of the bottom plate of the capacitor.
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—— Well contacts

| — Bottom plate

Bk
>Top plates

/Polysilicon edge matching

«— Well region

Fig. 2.32 A simplified layout of a capacitor array.

with a layer of metal, which is then connected to the bottom plate. This sandwich-like structure not only gives
additional capacitance per area but more importantly, shields the “top” plate from electromagnetic interference.
The capacitor plate inside the sandwich is then connected to critical nodes, such as the inputs of amplifiers.
Another possibility is to employ interdigitated metal as capacitors, as shown in Fig. 1.37(d).

An important consideration when using capacitors in switched-capacitor circuits is that one plate usually has
more noise coupled into it than the other because of differing parasitic capacitances to a noisy substrate and/or
supply voltage line. Therefore the quieter “top” plate should be connected to critical nodes such as the virtual
inputs of opamps, whereas the more noisy “bottom” plate can be connected to less critical nodes such as opamp
outputs.

For more details concerning the realization of integrated capacitors, the interested reader can see [Allstot,
1983; O’Leary, 1991; Maloberti, 1994].

2.4.3 Resistor Layout

Integrated resistors can be realized using a wide variety of different conductors. A popular choice is polysilicon,
which is a deposited and etched material. Other choices include diffused or ion-implanted regions such as junc-
tions, wells, or base regions. Another possibility is deposited and etched thin-film resistors such as nichrome
(consisting of 80 percent nickel and 20 percent chromium) or tantalum. The temperature coefficient of ion-
implanted or diffused resistors tends to be positive and large (especially for larger resistivities) with values as
large as 1000 to 3000 ppm/°C. On the other hand, the temperature coefficient for thin-film resistors can be
as small as 100 ppm/°C. Polysilicon resistors usually have large positive temperature coefficients (say, 1000 ppm/°C)
for low-resistivity polysilicon, and moderately large negative temperature coefficients for specially doped high-
resistivity polysilicon. The positive temperature coefficients are primarily due to mobility degradation that
results from temperature increases. In implanted and diffused resistors, nonlinear resistance varies greatly with
voltage because the depletion-region width is dependent on voltage in the more heavily doped conductive region.
This depletion-region width variation is substantially smaller in a polysilicon resistor, which is one of the major
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reasons polysilicon resistors are preferred over implanted resistors even though they often require more area due
to the low resistivity. When thin-film resistors are available in a particular technology, they are almost always the
preferred type—unfortunately, they are seldom available.

Regardless of the type of resistor used, the equations governing the resistance (see the Appendix of Chapter 1)
are given by

Ry = ftl (2.34)

where Ry is the resistance per square, p = 1/(qu,Np) is the resistivity,6 t is the thickness of the conductor, and
Np is the concentration of carriers, which we assume are electrons. The total resistance is then given by

L
R = =R (2.35)

where L is the length of the resistor and W is the width of the resistor.

The typical resistivity encountered in integrated circuits depends upon the material employed. For example,
in a modern process the gates are formed from a sandwich of a refractory metal over polysilicon (a salicide) with
a resistivity of perhaps 1-5 Q/0J, making the gate layer useless for realizing moderate-sized resistors. However, a
common way to form resistors inside microcircuits is to use a polysilicon layer without the salicide. This type of
polysilicon resistor can have a sheet resistance on the order of 100—1500 Q/[0 depending upon process parame-
ters. This value may vary by 10 — 25% with process and temperature. However, with accurate common centroid
layout techniques, very good matching may be obtained between resistors on the same microcircuit.

To obtain large-valued resistors, one must usually use a serpentine layout similar to that shown in
Fig. 2.33. Individual resistor fingers are connected in series by metal. The width of each metal is generally

R, R,
No
salicide
\"_

[

[

[
Dummy I Dummy
resistor | resistor

e
I
I
I

Fig. 2.33 A layout for two matched resistors.

6. This equation is valid for resistors with electron carriers. For resistors with holes as carriers, p = 1/(qp,Na).
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far greater than the minimum permitted by the design rules to minimize variations due to edge roughness.
Hence, the layout of medium or large-valued resistors can easily be much greater than that of the surround-
ing transistors. Assuming polysilicon resistors, the metal contacts require a salicide to be deposited on
the ends of each strip. In addition to the strips’ sheet resistance, additional series resistances appear at the
interfaces between salicided to non-salicided polysilicon and due to the contacts. For example, roughly
20 Q per contact may be added, but this value is very poorly controlled and may exhibit process
variations of over 50%. Hence, the layout should ensure that the contact and interface resistances are a
small fraction of the overall resistance. Specifically, very short fingers should be avoided and multiple con-
tacts should always be used in parallel.

The layout in Fig. 2.33 shows two resistors, intended to be well-matched. Two dummy fingers have been
included at either side of the layout to match boundary conditions. This structure might result in about 0.1 per-
cent matching accuracy of identical resistors if the finger widths are taken much wider than the fabrication pro-
cess’s minimum feature size. As with integrated capacitors, it is also a good idea to place a shield under a
resistor that is connected to a clean power supply. An appropriate shield might be a well region. This shielding
helps keep substrate noise from being injected into the conductive layer. (Noise is due to capacitive coupling
between the substrate and a large resistor structure.) Also, the parasitic capacitance between the resistor and the
shield should be modelled during simulation. Its second-order effects on circuits such as RC filters can often be
eliminated using optimization, which is available in many SPICE-like simulators. For low-noise designs, a
metal shield over the top of a resistor may also be necessary, although it will result in a corresponding increase
in capacitance.

For more information on realizing accurate resistor ratios, the reader is referred to [O’Leary, 1991,
Maloberti, 1994].

EXAMPLE 2.7

Estimate the resistance of the layout in Fig. 2.33 assuming a sheet resistance of 800 Q/J for the non-salicided
polysilicon and 20 Q per contact.

Solution

Each finger in the layout comprises a strip of non-salicided polysilicon 10 O long, hence having a resistance of
10 0 x800 Q/0O0 = 8 k. Each finger also includes two parallel contacts at either end accounting for an
additional 2 x (20 QQ/2) = 20 Q series resistance. Each resistor comprises 4 fingers in series, and therefore has
a total resistance of approximately

4x(8kQ+20Q) = 32kQ

2.4.4 Noise Considerations

Some additional layout issues help minimize noise in analog circuits. Most of these issues either attempt to mini-
mize noise from digital circuits coupling into the substrate and analog power supplies, or try to minimize substrate
noise that affects analog circuits.

With mixed analog—digital circuits, it is critical that different power-supply connections be used for analog cir-
cuits than for digital circuits. Ideally, these duplicate power supplies are connected only off the chip. Where a single
I/0 pin must be used for the power supply, it is still possible to use two different bonding wires extending from a
single-package I/O pin to two separate bonding pads on the integrated circuit. At a very minimum, even if a single
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/O pad

Analog power-supply net Digital power-supply net

Fig. 2.34 Using separate nets for analog and digital power supplies.

bonding pad is used for both analog and digital circuitry, two separated nets from the bonding pad out should be
used for the different types of circuitry, as Fig. 2.34 shows. The reason the power-supply interconnects must be sep-
arated is that the interconnect does not have zero impedance. Every time a digital gate or buffer changes state, a
glitch is injected on the digital power supply and in the surrounding substrate. By having the analog power supplies
separate, we prevent this noise from affecting the analog circuitry. In the ideal case, separate pins are used for the
positive power supply and for ground in both the digital and analog circuits. In addition, another pair of pins may
be used for the supply voltage and ground for digital output buffers, which can inject very large current spikes.
Finally, sometimes multiple pins are used for additional supply and grounds for very large microcircuits.

Another common precaution is to lay out the digital and analog circuitry in different sections of the micro-
circuit. The two sections should be separated by guard rings and wells connected to the power-supply voltages, as
Fig. 2.35 shows. The p' connections to ground help keep a low-impedance path between the substrate and

Digital
region

Depletion region
p acts as bypass
capacitor

Fig. 2.35 Separating analog and digital areas with guard rings and wells in an attempt to minimize
the injection of noise from digital circuits into the substrate under the analog circuit.
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ground. For modelling purposes, the substrate can be modelled as a number of series-connected resistors with the
p° ground connections modelled as resistor-dividers having a small impedance to ground. These low-impedance
ground connections help keep substrate noise from propagating through the resistive substrate. The use of the n
well between p* connections helps to further increase the resistive impedance of the substrate between the analog
and digital regions due to graded substrate doping. Specifically, the p~ substrate often has 10 times higher doping
at the surface of the microcircuit compared to the doping level below the n well, which leads to a tenfold increase
in substrate resistivity between the two p' connections. Finally, the n well also operates as a bypass capacitor to
help lower the noise on Vpp.

Another important consideration when laying out a circuit that includes both analog and digital circuits is the
use of shields connected to either ground or to a separate power-supply voltage. Figure 2.36 shows examples of
the use of shields. In this example, an n well is used to shield the substrate from the digital interconnect line. The
well is also used to shield an analog interconnect line from any substrate noise. This shield is ideally connected to
a ground net that is used only for shields. If this type of connection is not possible due to layout and space con-
straints, then the digital ground can be used for the shields, although this is not ideal. In the example, the shield
ground is also connected to metal lines that separate the analog and digital lines from each other and from other
interconnect lines. Finally, an additional metal shield might be placed above the lines as well. This final shield
may be somewhat excessive, but it can often be easily realized in many parts of the microcircuit if ground and
power-supply lines are distributed in metal 2, perpendicular to the metal-1 interconnect lines. It should also be
mentioned that the n well shield also acts as a bypass capacitor; this helps minimize noise in the substrate, which
is connected to Vpp. Additional layers that are often used as shields are the polysilicon layers.

Perhaps the most effective technique for minimizing the propagation of substrate noise in a mixed-mode
microcircuit containing both analog and digital circuitry is the use of an epitaxial process. An epitaxial process
places a conductive layer under all transistors. Any charge flowing through the substrate is attracted to this layer
and does not propagate into sensitive analogs regions. Although this process is more expensive, it also helps pre-
vent latch-up. For deep submicron technologies, this epitaxial process is common because of its reduced latch-up
sensitivity.

Careful thought should go into the overall placement of different blocks in a mixed-mode analog-digital micro-
circuit. A possible arrangement for an analog section containing switched-capacitor circuits is shown in Fig. 2.37. Notice
that an n well shield is being used under the capacitors. Notice also that the clock lines are not only as far from the
opamps as possible, but are also separated by two wells and a V g interconnect that is liberally connected to the substrate,
two ground (Gnd) lines, and a Vpp, line. A well is placed under the clock lines as a shield. This shield is connected to a

Analog interconnect

Ground line used for shielding Diaital int t
igital interconnec

| .
s il iy

p~ substrate

Fig. 2.36 Using shields helps keep noise from being capacitively coupled into and out of the
substrate.
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Fig. 2.37 A possible floor plan for an analog section containing switched-capacitor circuits.

separate ground line (perhaps digital ground) from the one used in the opamp region because this shield will likely have
quite a bit of clock noise coupled into it. Also note that a separate Vpp line is used to connect to the n wells under the
switches, a region where digital interconnects exist, as is used in the critical opamp section.

One last technique for noise minimization in analog microcircuits should always be used: After layout has been
finished, any unused space should be filled with additional contats to both the substrate and to the wells, which ae
used as bypass capacitors. In a typical microcircuit, this results in a significant increase in bypass capacitance.

Many other techniques have been developed by various companies, but the preceding techniques give the reader a
good idea of the types of practical considerations necessary when realizing high-performance analog microcircuits.
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2.5 KEY POINTS

® The first step in realizing an integrated circuit is to produce a single-crystalline silicon wafer from 10 to 30 cm
in diameter and roughly 1 mm thick. The silicon is either lightly doped, or heavily doped with a thin lightly-
doped epitaxial layer on top in which the transistors are made. [p. 74]

® Most features on integrated circuits are patterned using photolithography whereby light is passed through a
mask to cast patterns onto the underlying silicon wafer, ultimately defining the circuit's physical features such as
transistor sizes and wiring. [p. 75]

® Transistors are fabricated inside the “active” or “oxide definition” (OD) regions of the microcircuit. Over OD
regions, only a very thin oxide separates the polysilicon gates from the transistor channel regions underneath,
and additional dopants are introduced to control the threshold voltages. Surrounding the OD regions are isola-
tion structures to prevent parasitic transistors from conducting leakage currents. [p. 81]

® The edge of transistor source and drain junctions are defined by the edge of the polysilicon gate above. This
“self-alignment” of the gate and junctions was key in the development of small high-speed transistors. [p. 83]

* Up to 10 or even more layers of metal are patterned above the silicon surface, separated by insulating oxide, to
provide interconnect between all the devices in a circuit. [p. 84]

* Finite tolerances during integrated circuit manufacturing impose constraints on the minimum sizes and spacing
of transistor and interconnect features. These constraints may be expressed as multiples of A, equal to one-half
the minimum gate length. They influence parasitic capacitances, and ultimately the circuit bandwidth which an
analog designer may expect. [p. 88]

* Systematic variations are those observed repeatedly and consistently, even when a circuit is being mass-produced.
Generally, these may be avoided by proper layout techniques, although doing so may impose some penalty in
terms of layout size or performance. Process variations are observed because the conditions of manufacture (tem-
perature, concentration levels, etc.) can never be maintained precisely constant. These manifest as device parame-
ters that differ from one sample of a circuit to the next. Random variations are statistical in nature and are present
in every individual device. Hence, they may be observed as mismatch between two identically specified transistors
fabricated under the same nominal conditions. [p. 96]

® The absolute sizes and electrical parameters of integrated circuit components can seldom be accurately deter-
mined. For best accuracy, larger objects are made out of several unit-sized components connected together, and
the boundary conditions around all objects should be matched, even when this means adding extra unused com-
ponents. [p. 98]

® Practical variations in transistor parameters, supply voltage, and temperature (PVT variations) can be a bane to
analog designers trying to reliably meet specific performance criteria. [p. 99]

® The parameters of devices that are closely spaced with identical layout exhibit a random variance inversely pro-
portional to device area. In practice, the most important random variations in most analog circuits are mismatch.
[p. 100]

® In a common centroid layout, any linear gradient in electrical properties across the chip effects two or more
devices equally. This is achieved by dividing each device into smaller equal-sized units, and arranging the units
so that all devices have the same mean position (“centroid”). [p. 103]
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2.7 PROBLEMS

2.7.1 Section 2.1: CMOS Processing

2.1 Discuss briefly the relationships between an ion beam’s acceleration potential, the beam current, and the time of
implantation on the resulting doping profile.

2.2 Place the following processing steps in their correct order: metal deposition and patterning, field implantation,
junction implantation, well implantation, polysilicon deposition and patterning, field-oxide growth.

2.3 What are the major problems associated with a single threshold-voltage-adjust implant?

2.4 What is the reason for using a field implant and why is it often not needed in the well regions?

2.5 What are the major trade-offs in using a wet process or a dry process when growing thermal SiO,?
2.6 Why is polysilicon rather than metal used to realize gates of MOS transistors?

2.7 Why can’t a microcircuit be annealed after metal has been deposited?

2.7.2 Section 2.2: CMOS Layout and Design Rules

2.8 What minimum distance, in terms of A, would you expect that metal should be separated from polysilicon? Why?

2.9 Find the circuit that the layout shown in Fig. P2.9 realizes. Simplify the circuit, if possible, and give the sizes of all
transistors. Assume L = 2, where A = 0.2 pm.
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Active region

a b
c
Polysilicon W M
10% > —
Metal %
Fig. P2.9

2.10 Find the transistor schematic for the CMOS logic circuit realized by the layout shown in Fig. P2.10. Give the
widths of all transistors. Assume L = 2A, where A = 0.4 pum. In tabular form, give the area and perimeter of each
junction that is not connected to VDD or to ground.

Polysilicon

p diffusion

Active region

l\«—— n diffusion
Metal

v

Gnd

Fig. P2.10



116 Chapter 2 « Processing and Layout

2.11 Repeat Example 2.1 for the case in which the two transistors do not physically share any junction, but each junc-
tion is realized in a way similar to junction J,.

2.12 Repeat Example 2.2 where an overall transistor width of 80A is still desired, but assume 8 parallel transistors,
each of width 102, are used.

2.13 Repeat Example 2.2 where an overall transistor width of 80 is still desired, but assume 2 parallel transistors, each
of width 40\, are used.

2.7.3 Section 2.3: Variability and Mismatch

In the following problems, use the device parameters listed for the 0.18-um CMOS process in Table 1.5. Assume
that Ayyy = 4 mV - umand Ax = 0.01 pm.

2.14 For a NMOS transistor sized (W /L) = (20 pm/0.2 pm) and biased with a fixed I, = 0.5 mA, how
much does the unity-gain frequency of the transistor, fr, change with a 5% decrease in C,, and a 10%
decrease in p1,?

2.15 An NMOS triode device is biased with a fixed Vgg = 1 V. Size the device so that it has a small signal
resistance of 300 Q or less under 3o statistical variations.

2.16 Repeat problem 2.15 for a PMOS device with a fixed Vgg = 1 V.

2.17 Size the devices in a simple PMOS current mirror to provide a nominal drain current of 100 pA with a small sig-
nal output resistance of at least 5 kQ and to have 36 random variations result in 1% change their drain current.

2.18 Size NMOS differential pair devices to have a transconductance of 1 mA/V with a tail current of 500 pA and an
input offset better than 2 mV 99.8% of the time.

2.19 For the simple actively loaded common source amplifier shown in Fig. P2.19, find an expression for the contribu-
tion of Q,/Q; mismatch towards variations in the transconductance of Q,. Assume that the dc bias voltage on V,
is somehow automatically varied to keep all transistors in active mode.

3

Q3 Q2

VDUt

Vin -l Ql
Fig. P2.19

2.7.4 Section 2.4: Analog Layout Considerations

2.20 We desire to match two capacitors of relative sizes 9 and 4.523. Sketch a layout for the two capacitors such that
their ratio will be maintained during overetching.

2.21 Given that a polysilicon layer has 1 kQ /], what is the resistance of a long line that is 2 pm wide and 100 pm
long? (Ignore any contact resistance.) Sketch a layout made of polysilicon strips, each 100 long.



CHAPTER

3 Basic Current Mirrors and
Single-Stage Amplifiers

In this chapter, fundamental building blocks are described. These blocks include a variety of current mirrors,
single-stage amplifiers with active loads, and differential pairs. A good knowledge of these building blocks
is critical to understanding many subjects in the rest of this book and for analog IC design in general. CMOS
mirrors and gain stages are emphasized because they are prevalent in modern designs. Fortunately, most of
the small-signal analyses presented can be applied to bipolar circuits with little change. In addition, rather
than using resistive loads and ac coupling, the gain stages covered are shown with current-mirror active
loads since such loads are almost always used in integrated circuits.

When analyzing electronic circuits containing transistors to determine their small-signal behavior, it is
implicitly assumed that signals are small enough that linear approximations about an operating point accurately
reflect how the circuit operates. These linear approximations may be represented schematically by replacing tran-
sistors with their small-signal equivalents, whose parameters (g, fqs, €tc.) are related to the device’s operating
point currents and voltages and are summarized in Section 1.3. The general procedure for small-signal analysis is
therefore:

a. Set all signal sources to zero and perform an operating point analysis for all currents and voltages. A volt-
age source set to 0 V is the same as an ideal wire—a short circuit. A current source set to 0 A is the same
as an open circuit.

b. Replace all transistors with their small-signal equivalents where the parameters g, rqs, etc, are found
from the operating point voltages and currents using the relationships in summarized in Section 1.3.

c. Set all independent sources equal to zero, except for the signal sources that were zeroed in step (a). This
includes power supply voltages, bias currents, etc. Remember that setting a voltage source to zero means
replacing it with a short circuit, and setting a current source to zero means replacing it with an open circuit.

d. Analyze the resulting linearized small-signal circuit to find small-signal node voltages, branch currents, small-
signal resistances, etc.

e. If desired, the complete solution may be found by superimposing the results of the operating point
analysis in step (a) and those of small-signal analysis in step (d). The result so obtained is approxi-
mate because the small-signal analysis approximates transistor nonlinear behavior with linearized
models.

To the extent possible in this chapter, operating point quantities are represented with uppercase voltage and
current symbols (e.g., Vgs, Ip) and small-signal quantities with lowercase symbols (e.g., Vgs, iq). However,
the practicing designer must always be alert to imprecise notation and remain able to interpret meanings
within their proper context.

117
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3.1 SIMPLE CMOS CURRENT MIRROR

An ideal current mirror is a two-port circuit that accepts an input current |;,

and produces and output current |, = l;,. Since current sensing is best done
| l L, with a low resistance, as in for example an ammeter, the ideal current source

will have zero input resistance. An ideal current source has a high output
I v Fou resistance and, hence, so will an ideal current mirror. In this way, the ideal

current mirror faithfully reproduces the input current regardless of the
Q —] Q. source and load impedances to which it is connected.

A simple CMOS current mirror is shown in Fig. 3.1, in which it is
assumed that both transistors are in the active region, which means that
Fig. 3.1 A simple CMOS the drain voltage of Q, must be greater than V. If the finite small-sig-
current mirror. nal drain-source impedances of the transistors are ignored, and it is

assumed that both transistors are the same size, then Q,and Q, will have
the same current since they both have the same gate-source voltage, V.. However, when finite drain-source
impedance is considered, whichever transistor has a larger drain-source voltage will also have a larger cur-
rent. Let us compare this basic circuit to the “ideal” current source with zero input resistance and infinite
output resistance.

To find the input resistance, consider the small-signal model for Q, alone, as shown in Fig. 3.2(a). The inde-
pendent current source I;, does not exist in the small-signal model and is replaced with an open circuit. Also note
that a low-frequency small-signal model is used for Q, (i.e., all the capacitors are ignored in the model). This
small-signal model can be further reduced by finding the Thévenin-equivalent circuit. The Thévenin-equivalent
output voltage is 0 since the circuit is stable and contains no input signal. This circuit’s Thévenin-equivalent input
impedance is found by applying a test signal voltage, v,, at v, and measuring the signal current, iy, as shown. Here,
the current iy is given by

2

. \ \
ly = _y+gmlvgsl = _y+gmlvy (31)
r'dsl rdsl

The input impedance is given by v, /i, which equals 1/gm, || r4s;. Because typically rys; >> 1/gm;, we approxi-
mate the input impedance to be simply 1/g,,, (which is also defined to be ry,) resulting in the equivalent model
shown in Fig. 3.2(c). This same result holds in the bipolar case and is also equivalent to the small-signal model for
a diode. Hence, Q, is often referred to as a diode-connected transistor.

Q,

T
U

o £oy

IHQ—
I+
Y

(@) (b) ()

Fig. 3.2 (a) A diode-connected transistor, Q,, (b) the small-signal model for Q,, and (c) an
equivalent simplified small-signal model for Q.
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lout Iy

r
: ds2 + v,

(a) T (b
Fig. 3.3 (a) A small-signal model for the current mirror of Fig. 3.1 and (b) a simplified small-signal
model for determining the small-signal output resistance, ry.

Using the model just described leads to a simplified small-signal model for the Key Point: A simple
overall current mirror shown in Fig. 3.3(a) where Vg, has been connected to ground | 4708 current mirror
via a resistance of 1/gm,. Since no current flows through the 1/gm, resistor, Vo, = 0 | has g small-signal input
no matter what voltage v, is applied to the current-mirror output. This should come as | resistance of 1/9,,1 and
no surprise, since MOS transistors operate unilaterally at low frequencies. Thus, since | @ small-signal output
Om2Vgs2 = 0, the circuit is simplified to the equivalent small-signal model shown in | ” esistance lygo.

Fig. 3.3(b). The small-signal output resistance, I, is simply equal to rys,.

EXAMPLE 3.1

Consider the current mirror shown in Fig. 3.1, where I, = 100 pA and each transistor has
W/L = 10 pm/0.4 pm. Given the 0.35-um CMOS device parameters in Table 1.5, find r,, for the
current mirror and the value of g,,,. Also, estimate the change in I, for a 100 mV change in the output
voltage. What voltage must be maintained at the drain of Q, to ensure it remains in active mode?

Solution
Since the W/L ratios of Q, and Q, are the same, the nominal value of I, equals that of I;, = 100 pA. Thus, we have

oot = Tagy = —=— = 0.4 pm - 25kQ (3.2)
Alo  (0.16 pm/V)(100 pA)

The value of g,,, is given by

Om = 20Cox(W/L)Ip, = 0.97 mA/V (3.3)

resultinginrg, = 1/g,, = 1.03 kQ. Note that this rg, value is significantly less than rgs,, which equals s, in this
case, so that we may assume r;, = 1.03 kQ.
The change in output current can be estimated, using r,, as

Aly = &Y 2 100mVe_ 0 (3.4)
lout 25 kQ

In other words, if initially I, is measured to be 101 A (due to mismatch or a larger Vg voltage), then a 100 mV
increase in output voltage would result in a new output current of about 105 pLA. Note that this estimate does not
account for second-order effects such as the fact that rys changes as the output current changes.

Finally, the drain voltage of Q, must be at least V4, in order to keep it in active mode.
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ZID

Veff2 = -
1 Cox(W/L)

= 205 mV

You may compare these results to those obtained with a SPICE simulation.

3.2 COMMON-SOURCE AMPLIFIER

Active load A common use of simple current mirrors is in a single-stage ampli-
' fier with an active load, as shown in Fig. 3.4. This common-source

B 5 Q topology is the most popular gain stage, especially when high
input impedance is desired.

Tyins Vout Here,.an n-channel common-source amplifier ha}s a p-channel

4—| - current mirror used as an active load to supply the bias current for

o the drive transistor. By using an active load, a high-impedance out-

= V, o—| Q; put load can be realized without using excessively large resistors

or a large power-supply voltage. As a result, for a given power-
= supply voltage, a larger voltage gain can be achieved using an
Fig. 3.4 A common-source amplifier active load than would be possible if a resistor were used for the
with a current-mirror active load. load. For example, if a 100-kQ load were required with a 100-pA
bias current, a resistive-load approach would require a power-supply
voltage of 100 kQ x 100 pA = 10 V. An active load takes advantage of the nonlinear, large-signal transistor
current—voltage relationship to provide large small-signal resistances without large dc voltage drops.
A small-signal equivalent circuit for the low-frequency analysis of the
; . . common-source amplifier of Fig. 3.4 is shown in Fig. 3.5 where V;, and
fier is a popular gain stage, especially R .. . . .
when high input impedance is desired. in are the Thévenin equivalent of the_mput source. It is assumed that the
The use of an active load takes advan- | bias voltages are such that both transistors are in the active region. The
tage of the nonlinear, large-signal tran-| output resistance, R,, is made up of the parallel combination of the drain-
sistor current—voltage relationship to to-source resistance of Q,, that is, rqs;, and the drain-to-source resistance
provide large small-signal resistances | of Q,, that is, rys,. Notice that the voltage-controlled current source model-
without large dc voltage drops. ling the body effect has not been included since the source is at a small-
signal ground, and, therefore, this source always has 0 current.
Using small-signal analysis, we have Vg4, = Vi, and, therefore,

Key Point: The common-source ampli-

Vou
Ay = 2 = —gmRy = —gmi(rasr [l Fas2) 3.5)

in

O Vout

pS
tol

Im1Vgst Ry = rgsqll Fas2

gs1

Fig. 3.5 A small-signal equivalent circuit for the common-source amplifier.
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Depending on the device sizes, currents, and the technology used, a typical gain for this circuit is in the range of
-5 to —100. To achieve similar gains with resistive loads, much larger power-supply voltages must be used which
also greatly increases the power dissipation. However, it should be mentioned here that for low-gain, high-
frequency stages, it may be desirable to use resistor loads (if they do not require much silicon area) because they
often have less parasitic capacitances associated with them. They are also typically less noisy than active loads.

EXAMPLE 3.2

Assume lp,s = 100 pA, all transistors have W/L = 10 um/0.4 um in Fig. 3.4, and the device
parameters are those of the 0.35-um CMOS process in Table 1.5. What is the gain of the stage? b

Solution
We have

Imi = A2nCox(W/L) Ipias = 0.97 mA/V (3.6)

In this case, AL is the same for both NMOS and PMOS devices, so

gor = Fggr = —= = 04 pm - 25k0 3.7)
WLly  (0.16 um/V)(100 ©A)

Using Eq. (3.5), we have
Ay = —9mi(rgs Il fas2) = =0.97 mA/V(25 kQ [/ 25 kQ) = —12.1 V/V (3.9)

Compare these results to those obtained with a SPICE simulation.

Under the simple assumption that rye, = rys;, the gain of the common source amplifier is one-half the intrinsic
gain of transistor Q;: A; = Qmiles1 & 2/ (AVei). Hence, in order to maximize the gain of this stage, it is desirable
to maximize the intrinsic gain by operating Q, with small V. For a fixed bias drain current, |, the effective
overdrive voltage is reduced by increasing the device width W. However, beyond a certain width, Vo approaches
zero, the transistor will enter subthreshold operation, and no further increases in intrinsic gain are observed.

EXAMPLE 3.3

Modify the design in Example 3.2 to increase the gain by 20% by changing only the device width, W.

Solution

Neglecting higher-order effects, with the drain current fixed the output resistance (rge; || rgs2) is nominally
unchanged. Hence, in order to increase gain by 20%, we must increase g,,; by 20%. Due to the square-root depen-
dence of g, on W (with fixed current), this in turn requires a 44% increase in W,. Hence, the new size of Q, is
(14.4 um/0.4 pum). The resulting gain is

It = A2nCox(W/L) Ipias = 1.17 mA/V
= Ay = ~Gumi(Fas1 || Tasr) = —1.17 mA/V (25 kQ || 25 kQ) = —14.6 V/V
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This is, indeed, 20% greater than the gain of —12.1 V/V computed in Example 3.2. The resulting effective gate-

source voltage is

Veffl =

— %0 - 17lmV
1nCox(W/L)

which is sufficient to keep Q, out of subthreshold operation.

3.3 SOURCE-FOLLOWER OR COMMON-DRAIN AMPLIFIER

Vin0—| Q;

Ibias, out
Q,
Q;
Active load

Fig. 3.6 A source-follower stage with
a current mirror used to supply the
bias current.

Key Point: The source-
follower provides a voltage
gain close to unity, and often

Another general use of current mirrors is to supply the bias current
of source-follower amplifiers, as shown in Fig. 3.6. In this exam-
ple, Q, is the source follower and Q, is an active load that supplies
the bias current of Q,. These amplifiers are commonly used as
voltage buffers and are therefore commonly called source follow-
ers. They are also referred to as common-drain amplifiers, since
the input and output nodes are at the gate and source nodes,
respectively, with the drain node being at small-signal ground.
Although the dc level of the output voltage is not the same as the
dc level of the input voltage, ideally the small-signal voltage gain
is close to unity. In reality, it is somewhat less than unity. How-
ever, although this circuit does not generate voltage gain, it does
have the ability to generate current gain.

A small-signal model for low-frequency analysis of this source-follower
stage is shown in Fig. 3.7. Note that the voltage-controlled current source that
models the body effect of MOS transistors has been included because the source
limited by the body effect. It is not at small-signal ground. The body effect is a major limitation on the small-
can provide a large current signal gain. Note that in Fig. 3.7, ry, is in parallel with rys,. Notice also that the
gain and it is unilateral so it is | voltage-controlled current source modelling the body effect produces a current
often used as a voltage buffer. | that is proportional to the voltage across it. This relationship makes the body

effect equivalent to a resistor of size 1 /gs,;, which is also in parallel with rys, and
l4so- Thus, the small-signal model of Fig. 3.7 is equivalent to the simplified small-signal model of Fig. 3.8, in
which Rq, = g || rysz | 1/9s,. Writing the nodal equation at Vo, and noting that Vs, = Vi, — Vo, We have

Vout/Rsl _gml(vin_vout) =0 (39)

To minimize circuit equation errors, a consistent methodology should be maintained when writing nodal
equations. The methodology employed here is as follows: The first term is always the node at which the currents
are being summed. This node voltage is multiplied by the sum of all admittances connected to the node. The next
negative terms are the adjacent node voltages, and each is multiplied by the connecting admittance. The last terms
are any current sources with a multiplying negative sign used if the current is shown to flow into the node.

Solving for V,y,/ Vin, we have

A, = You Omi__ _

Om1

1 1
= G 1 o 1) (3.10)

Vin gml + Gsl gml + gsl + gdsl + gdsz gml gsl
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Va1

Vin = Vg1 0—(L .\ * —é—
Vst <> st
?

gm1vgs1 Is1Vs1

A b O Vout = Vst

lds2

Fig. 3.7 The low-frequency model of the source-follower amplifier.

where the notation G, = 1/Rs; is used.! Normally, g, is on the

. Vin |
order of one-tenth to one-fifth that of g,,. Also, the transistor output l __l__
admittances, gqs; and gys,, might be one-tenth that of the body-effect '|:/ <>
parameter, gs,. Therefore, it is seen that the body-effect parameter is o
the major source of error causing the gain to be less than unity. Notice ?
also that at low frequencies the stage is completely unilateral. In other
words, there is no signal flow from the output to the input. This can be Rqs f

gm1vgs1

OVout

seen by applying a small test signal to the output and noting that it
induces no voltage or current at the input.

Fig. 3.8 An equivalent small-signal
model for the source follower.

EXAMPLE 3.4

Consider the source follower of Fig. 3.6 where I, = 100 pA, all transistors have W/L = 2 um/0.2 pm,
dr = 0.4 Vandy = 0.3 V', and the other device parameters are those of the 0.18-pum CMOS process in Table
1.5. What is the gain of the stage?

Solution

We first find the transconductance,

Om = 21nCox(W /L) Ipias = 0.735 mA/V (3.11)
Also,
fyor = gy = — = 0.2 pm = 25kQ (3.12)
ALl (0.08 pm/V)(100 pA)
1. Whenever a variable is designated G, it is assumed that the variable is an admittance and that G; = 1/R;, where R; is the

resistance of the same component.
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The equation for the body-effect parameter, from Chapter 1, is

go = —Om (3.13)
2. /Vsp + [20¢]

To calculate this parameter, we need to know the source-bulk voltage, Vgg. Unfortunately, this voltage is depen-
dent on the application and cannot be known accurately beforehand. Here we will assume that Vg~ 0.5 V to
obtain an estimate. We therefore have

—1/2
go =~V On L (139, = 0.1 mANV (3.14)

2,J05V+08V
Using (3.10), we have

A 0.735 mA/V

v = =08V/V =-19dB (3.15)
0.735 mA/V + 0.1 mA/V + 0.04 mA/V + 0.04 mA/V

Note that, as mentioned above, the body-effect parameter, g, is larger than the other parasitic conductances ggs;
and gg4s; and, hence, plays a dominant role in limiting the gain. If the body effect were not present (for example, if
the source and body could be shorted together) the gain would be increased to around —0.9 dB.

3.4 COMMON-GATE AMPLIFIER

Active load A common-gate amplifier with an active load is shown in
e Fig. 3.9. This stage is commonly used as a gain stage when a rel-

Qs Q, atively small input impedance is desired. For example, it might
t R = lue be designed to have an input impedance of 50 Q to terminate a

Lo Vout 50-Q transmissiog ling. Another common applica.tion for a
4—| o common-gate amplifier is as the first stage of an amplifier where

the input signal is a current; in such cases a small input imped-

— Vbiacs>_| Q ance is desired in order to ensure all of the current signal is

4 fin drawn into the amplifier, and none is “lost” in the signal source

v, impedance. Aside from its low input impedance, the common-

gate amplifier is similar to a common-source amplifier; in both
cases the input is applied across Vg, except with opposite polar-
ities, and the output is taken at the drain. Hence, in both cases the
small signal gain magnitude approximately equals the product of
Jn and the total impedance at the drain.

If we use straightforward small-signal analysis, when the impedance seen at V,,, (in this case, the output imped-
ance of the current mirror formed by Q,) is much less than r,, the input impedance, r,, is found to be 1/g,,, at low
frequencies. However, in integrated applications, the impedance seen at V,,, is often on the same order of magnitude
or even much greater than rg,. In this case, the input impedance at low frequencies can be considerably larger than
1/9m:- To see this result, consider the small-signal model shown in Fig. 3.10. In this model, the voltage-dependent
current source that models the body effect has been included. Notice that Vg, = —V,, and therefore the two current
sources can be combined into a single current source, as shown in Fig. 3.11. This simplification is always possible for
a transistor that has a grounded gate in a small-signal model, and considerably simplifies taking the body effect

Fig. 3.9 A common-gate amplifier with
a current-mirror active load.
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into account. Specifically, one can simply ignore the body effect for transistors with grounded gates, and then, after
the analysis is complete, simply replace the constants g,,; with g, + Qs;. However, for this example, we include the
body-effect parameter throughout the analysis.

At node v, we have

Vout(GL + gdsl) _Vslgdsl - (gml + gsl)vsl =0 (316)

Rearranging slightly, we have

Vout _ 9mi+ Gsi + Jasi
Vsi GL+ Jas1

I

= (Gmi + 9s1 + Gas)(RL | Fas1) Imi (R Tas1) (3.17)

®- P o o) VOUt

+
Vgs1 r R
? Gm1Vgst 9s1Vs1 ds1 L
v =
s1
A
Rs
V.

Fig. 3.10 The small-signal model of the common-gate amplifier at low frequencies.

m 2 - O Vout

v
1
o1 (Gm1t9s1)Vst Fds1 R.

Fig. 3.11 A simplified small-signal model of the common-gate amplifier.
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The current going into the source of Q, is given by

is = Vs1(Gmi + 9s1 + Jas1) — VourJas: (3.18)
Combining (3.17) and (3.18) to find the input admittance, g;, = 1/r;,, we have

gin = I_S = gml+gsl+gdsl ~ gml (319)

sl 1+gcis_l l+g@

<

L G
Alternatively, we have

fin = gi = (i IIi [ rdsl)(l +%) ~ i@ +%) (3.20)

; — With the p-channel active load shown in Fig. 3.9, R = rg,. Since, in this
Key Point: The common-gate ampli- ! . . . .
fier provides a voltage gain compara-| €35 R, is approximately the same ma}gmtudg as rqs, the input impedance,
ble to that of the common-source liy, is about 2/gy,, for low frequencies—twice as large as the expected
amplifier; but with a relatively low value of 1/gp,;. This increased input impedance must be taken into account
input resistance on the order of 1/g,. | in applications such as transmission-line terminations. In some examples,
However, the input resistance can be [ the current-mirror output impedance realized by Q, is much larger than ry,
larger vyhen the amp lzﬁer has a laige (i.e., R >> ryq)), and so the input impedance for this common-gate ampli-
small-signal load resistance. . .. . .
fier is much lar ger than 1/d,,. This increased input impedance often
occurs in integrated circuits and is not commonly known.
The attenuation from the input source to the transistor source can be considerable for a common-gate ampli-
fier when R; is large. This attenuation is given by

==l = i (3.21)
Vin Rs + lin
Using (3.20) to replace r;, , we have
1 1
(i) (14 2
Ve _ _ Omi G fasi”  _ 1 (3.22)
Vin mi+ s + s
Ao (-1 Ll ) (14 Be) 14 Ry (St et Gen)
gml gsl lasi 1+ I:{L/rdsl
Using (3.17) and (3.22), we find that the overall dc gain is given by
A, = Vour _ (9mi + 9s1 + Gus (B Il rae1) ~ Imi(Re Il fs1) (3.23)

Vin 1+ Rs(gml + gsl + gdsl) 1+ Rs(gml + gsl + gdsl)
1+ RL/I‘dsl 1+ RL/rdSl
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EXAMPLE 3.5

Design the common-gate amplifier of Fig. 3.9 to have an input impedance of approximately 50 Q using the 0.18-um
CMOS devices in Table 1.5 with I, =100 pA, (W/L); = 2 um/0.2 pm.

Solution
Since (AL), = (AL),, if wetakelL, = L, = 0.2 um we ensure rgs, = R_ = rys, and using (3.20),
lin = 2/09mi (3.24)
Hence, to ensure ri, = 50 Q,
Omi = 2/(50 Q) = 40 mA/V (3.25)
If we take Vi, = 200 mV,
los = oy = Gm Vern/2 = (40 mA/V)(200 mV)/2 = 4 mA (3.26)

This requires the current mirror to provide a gain of 4 mA /100 pA = 40.
(W/L), = 40(W/L); = 80 um/0.2 pm

Finally, using the values in (3.25) and (3.26),

2
(W/L), = —9m__ — 148 ym/0.2 um
2MnCoxIDI

In reality, the input impedance will be somewhat lower than 50 Q2 due to the body effect and finite drain-source
resistance, 4, not included in (3.24).

3.5 SOURCE-DEGENERATED CURRENT MIRRORS

We saw in Section 3.1 that a current mirror can be realized using only two
transistors, where the output impedance of this current source was seen to

be rgs;- To increase this output impedance, a source-degenerated current I | l Lo
mirror can be used, as shown in Fig. 3.12. The small-signal model for this "
current mirror is shown in Fig. 3.13. Since no small-signal current flows Vi l r
into the gate, the gate voltage is 0 V in Fig. 3.13. R

Note that the current i, sourced by the applied voltage source is Q Q,
equal to the current through the degeneration resistor, Rs. Therefore,
we have R. R,

Vs = ixRs 3.27)

Also, note that

Vgs = —V (3.28) Fig. 3.12 A current mirror with
source degeneration.
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Ix

ov

8- <_I
1 +
o Wt G S %’Vx
Vg ——

?

ix
Fig. 3.13 The small-signal model for 1 ¢ Re
the source-degenerated current

source. =

Setting i, equal to the total current through g,V and ry, gives

Vx_vs

ix = Om2Vgs + (3.29)
rdsz
Substituting (3.27) and (3.28) into (3.29) gives
i = —ignoR, + el (3.30)
rdsz
Rearranging, we find the output impedance to be given by
Vx

fout = I_ = rdsz[1 + I:{s(gmz + gdsz)] = rdsz(1 + ngmz) (331)

X

where Qg5 is equal to 1/rgs,, which is much less than g,,,. Thus, the output impedance has been increased by a
factor approximately equal to (1 + RsQm,).

This formula can often be applied to moderately complicated circuits to
resistance Ry is introduced at the quickly fastimate .the .impedances lool.dng into a node. Such an exgmple
source of both transisiors in a follows, in the derivation of the output impedance of cascode current mirrors.
simple current mirror, the output | 1t should be noted that the above derivation ignores the body effect of the
resistance is increased by a factor | transistor, even though the source of the transistor is not connected to a
approximately equal to small-signal ground. As discussed earlier, in Section 3.4, since the gate is at
(1 + RgGp)- a small-signal ground, the body effect can be taken into account by simply

replacing g, in Eq. (3.31) with g, + gs,. This substitution results in

Key Point: When a small-signal

I’out = \i( = rdsz[1 + Rs(gmz + gsz + gdSZ)] = rdsz[l + Rs(gmz + gSZ)] (332)

Ix

where g, is the body-effect constant. This result is only slightly different since g, is roughly one-fifth of g,

EXAMPLE 3.6

Consider the current mirror shown in Fig. 3.12, where I, = 100 pA, each transistor has W/L = 10 pum/0.2 pm,
and Ry = 1 kQ. Using the 0.18-um CMOS devices in Table 1.5, find r,,, for the current mirror. Assume the body
effect can be approximated by g, = 0.15g,,.
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Solution

Nominally, I,,; = Ii,, and thus we find the small-signal parameters for this current mirror to be

Ume = A21nCox(W/L) oy = 1.64 mA/V (3.33)

Also we have

For = 0.2 pm = 25kQ (3.34)
0.08 pm/V 100 pA

Now, making use of (3.32), the output impedance is given by

Fout = 25 kQ[l +1 kQ(1.64 mA/V +0.15 - 1.64 mA/V + —1 Qﬂ = 73.15 kQ (3.35)
25 k

Note that this result is nearly three times the output impedance for a simple current mirror which would be simply
rgs2 = 25 kQ. Also note that the voltage drop across R equals 100 pA x 1 kQ = 0.1 V due to the dc bias cur-
rent through it.

3.6 CASCODE CURRENT MIRRORS

A cascode current mirror is shown in Fig. 3.14. First, note that the out-
put impedance looking into the drain of Qs is simply rys,, which is seen

using an analysis very similar to that which was used for the simple Vv
current mirror. Thus, the output impedance can be immediately derived Lin out | llout
by considering Q, as a current source with a source-degeneration resis- | r
tor of value rgs,. Making use of (3.32), and noting that Q, is now the cas- v oout
code transistor rather than Q,, we have

’ Qs — [ Q,

fout = rds4[1 + Rs(gm4 + Jss + gds4)] (336)

where now Ry = ry,. Therefore, the output impedance is given by Q, Q,

fout = rdsA[l + rdsZ(gm4 + gs4 + gdsA)] = —
= rds4[1 + rdsZ(gm4 + 934)] (337)

= rds4( rdszgm4)

Fig. 3.14 A cascode current mirror.

Thus, the output impedance has been increased by a factor of Qun4ldss,

which .is an upper limit on the gain of a single-transis.tor MOS gain-st‘age, device to & CMOS current mirror

and might be a value between 10 and 100, depending on the transistor |, ...coc . output resistance by

sizes and currents and the technology being used. This significant |g4p,pr0ximately the gain of the cascode

increase in output impedance can be instrumental in realizing single- |device, 9y The voltage swing avail-

stage amplifiers with large low-frequency gains. able at the current mirror output is
The disadvantage in using a cascode current mirror is that it reduces the | 7educed because some voltage drop

maximum output voltage swings possible before transistors enter the triode | 7St be maintained across the cascode

region. To understand this reduction, recall that for an n-channel transistor to device to keep it in active mode.

be in the active region (also called the saturation or pinch-off region) its

drain-source voltage must be greater than

Key Point: The addition of a cascode
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Vet = Vas— Vin (3.38)
which was shown in Chapter 1 to be given by

21p

Vit = [ ————
1Cox(W/L)

(3.39)

If we assume all transistors have the same sizes and currents, then they also all have the same V4 and, therefore,
the same gate-source voltages, Vgsi = Vit + Vin. Also, from Fig. 3.14, we see that

Vas = Vasi + Vass = 2V + 2V, (3.40)

and
Vos: = Vas—Vass = Vas— (Ve + Vi) = Ve + Vi (3.41)

Thus, the drain-source voltage of Q, is larger than the minimum needed to place it at the edge of the active region.
Specifically, the drain-source voltage of Q, is V, greater than what is required. Since the smallest output voltage,
Vp,, can be without Q, entering the triode region is given by Vpg, + Ve, the minimum allowed voltage for V., is
given by

Vout > VDSZ + Veff = 2Veff1 + th (342)

which, again, is V,, greater than the minimum value of 2V . This loss of signal swing is a serious disadvantage
when modern technologies are used that might have a maximum allowed power-supply voltage as small as 1 V. In
Section 6.3, we will see how the cascode current mirror can be modified to maintain large output impedances and
yet still allow for near minimum voltages at the output of the mirror.

EXAMPLE 3.7

Consider the cascode current mirror shown in Fig. 3.14, where I, = 100 pA and each transistor has
W/L = 10 pm/0.4 pm. Given the 0.35-um CMOS device parameters in Table 1.5, find r,, for the current
mirror (approximating the body effect by 0.29,,). Also find the minimum output voltage at V,; such that the out-
put transistors remain in the active region.

Solution

Nominally, I,y = I, and thus we can find the small-signal parameters for this current mirror to be

Ut = 2UnCox(W/L)ow = 0.97 mA/V (3.43)

We also have

fgor = Fgos = ——AHM 9540 (3.44)
0.16 pm/V 100 pA

Now, making use of (3.37), the output impedance is given by
Fout = 25 kQ[25 kOQ(0.97 mA/V + 0.2 x0.97 mA/V +1/25 kQ)] = 753 kQ (3.45)

To find the minimum output voltage, we first need to determine V o;:

Vo = |—2low _ 9205 v (3.46)
1 Cox(W/L)
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Thus, the minimum output voltage is determined to be 2V + V,, = 0.98 V. Hence, compared with the simple
current mirror with the same current and transistors in Example 3.1, the output resistance is increased by a factor
of 30, but the voltage swing available at the output is decreased by 0.76 V.

3.7 CASCODE GAIN STAGE

In modern IC design, a commonly used configuration for a single-stage amplifier is a cascode configuration. This
configuration consists of a common-source-connected transistor feeding into a common-gate-connected transistor.
Two examples of cascode amplifiers are shown in Fig. 3.15. The configuration in Fig. 3.15(a) has both an n-channel
common-source transistor, Q,, and an n-channel common-gate cascode transistor, Q,. This configuration is some-
times called a telescopic-cascode amplifier. The configuration shown in Fig. 3.15() has an n-channel input (or
drive) transistor, but a p-channel transistor is used for the cascode (or common-gate) transistor. This configuration
is usually called a folded-cascode stage. When incorporated into an operational amplifier, the folded cascode can
provide greater output swing than the telescopic cascode. However, the folded cascode usually consumes more
power since the drain bias currents for Q, and Q, are drawn in parallel from the supply voltage, whereas in the
telescopic cascode the same dc drain current is shared by both transistors.
There are two major reasons for the popularity of cascode stages. The
first is that they can have quite large gain for a single stage due to the large
. C g . stage uses a common-gate tran-
impedances at the output. To enable this high gain, the current sources con- | .. Q, to reduce the Vpg vari-
nected to the output nodes are realized using high-quality cascode current |gsions on a common-source
mirrors. The second major reason for the use of cascode stages is that they |#ransistor Qq. The result is high
limit the voltage across the input drive transistor. This minimizes any short- |output resistance providing
channel effects, which becomes more important with modern technologies |potentially high gain and
having very short channel-length transistors. It can also permit the circuit to |/educed short-channel effects.

handle higher output voltages without risking damage to the common-source Holwever, tfze v azl;ble Zutput
transistor voltage swing is reduced.

Key Point: The cascode gain

Ibias Ibias1
Vout Q
2
Vbias 0—| Qz Vin O—| Q1 jl_o Vbias
= ———0 Vout
Vin 0_| Q1
e Ibias2 \J
(a) (b)

Fig. 3.15 (a) A telescopic-cascode amplifier and (b) a folded-cascode amplifier.
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The main drawback of cascode amplifiers is that the output voltage is restricted to a narrower range than the
common-source amplifier in order to keep all devices in the active region. This is because some voltage must be
kept between drain and source of the extra cascode transistor, Q,.

EXAMPLE 3.8

For the telescopic cascode gain stage pictured in Fig. 3.15¢a), what is the minimum voltage that can appear at v,
while keeping both Q, and Q, in the active region? How does this compare with the common-source amplifier in,
for example, Fig. 3.4? Assume that all transistors are biased with V¢; = 250mV.

Solution
In order to keep Q) in active mode, a voltage of at least V; is required at the drain of Q,. Hence,

Vpias = Vi1 + Vs 2 = 2V + Vin (3.47)

The absolute minimum voltage possible at V,, is achieved by taking the minimum possible value for V.
allowed by (3.47). Since V,,, may be at most one threshold voltage below V., it is required that

Vou22Vey = 500mV (3.48)

In practice, a significant margin is provided beyond this value since the exact values of V, and V. are not known.

In the common-source amplifier of Fig. 3.4, there is only one transistor between V,,; and ground (Q;). Hence, the
output can drop to within one V;; of ground, or just 250mV. The additional 250mV of swing provided by the com-
mon-source amplifier compared with a cascode amplifier can be very significant when operating with low supply volt-
ages. This is a major reason why common-source amplifiers are often used as the output stage of operational amplifiers.

The small-signal analysis of the telescopic cascode gain stage of Fig. 3.15(a) will next be described. The
same analysis, with only minor modifications, also applies for the folded-cascode stage of Fig. 3.15(b). A small-
signal schematic for the analysis is shown in Fig. 3.16, where the transistor symbols remain as shorthand for their
complete small-signal models.

It is useful to know the small-signal resistances at several points in the circuit, which are defined in Fig. 3.16.
From the section on cascode current-mirrors, we know that the impedance looking into the drain of cascode

L]

5 R, .= 1/G,

—0Vout

42

—R Rou
- e

V82 o—
I’dsl
Fig. 3.16 A small-signal equivalent circuit of the telescopic V.. 0AA ,_|
cascode amplifier where MOS transistor symbols are used " R Q1
S =

as shorthand for their small-signal models.
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transistor Q, is approximately given by
Fio = Omolasifas2 (3.49)
The total output resistance will be
Rout = raallRe (3.50)

where R, is the output impedance of the bias current source, ;.. We found earlier that the low-frequency admit-
tance looking into the source of the common-gate or cascode transistor, Q,, is?

gin2 - l/rinz — gm2+ 932+gdsz ~ gmz (35])

1+ﬂ 1+EL-

rdsZ rdsz

The gain from the input to the source of Q, is simply that of a common-source amplifier with a load resistance of
lin» and is therefore given by
\'
22 = g (FaaiIfins) = ——20— (3.52)
Vin gdsl + ginz
The gain from the source of Q, to the output is simply that derived earlier for the common-gate stage.

Vout - sz + gsz + stz

Vsz gdsz + G‘L (3 53)
= Gma(fasal|RL) = —Im—
(9as2 + Gu)
The overall gain is the product of (3.52) and (3.53).
VS VOU
AV = o = _gmlgmz(rdslHrinz)(rdszHRL) (354)

Vin Vsz

The reader should be cautioned that (3.54) is only approximate primarily due to the difficulty of accurately
determining the output resistance rys for the different transistors. For example, one problem in estimating rg, is
that it is voltage-dependent. Therefore, prudent designers should never create a design where successful operation
is dependent on knowing the gain accurately rather than just knowing it will be greater than some minimum value.

EXAMPLE 3.9

Find approximate expressions for the gain and output resistance of the cascode stage in Fig. 3.15(a) assuming ;s
is a simple current source with an output impedance on the order of

R~ lgp (3.55)

Compute approximate numerical results assuming all transistors have g, on the order of 0.5mA/V and rys on the
order of 100k Q.

2. Compared to the common-gate analysis, the indices are changed to reflect the fact that Q, is the common-gate transistor rather than Q.
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Solution

We shall drop the indices for all small-signal values under the assumption that the transistors are somewhat
matched and to simplify matters since we are only deriving an approximate answer.
The resistance looking into the source of Q, is obtained by substituting (3.55) into (3.51).

1 2
Jin2® ~Om = M ® — (356)
2 m
Assuming ry, is much larger than r;,,, the gain from the input to the source of Q, simplifies to
Voo o Om _ 5 (3.57)
Vin gm/2

For instance, compared with a common-source amplifer assuming the same numerical values for the transistor
small-signal parameters, (Vs,/Vi,) has decreased from —25 to —2. The gain of the common-gate stage also
decreases. Substituting (3.55) into (3.53) gives

Vour 1g e (3.58)
Vg, 2
Hence, the overall gain is,
A = o2 Yo g (3.59)
Vin Vsz

Since R, « ry,, the output resistance is now dominated by (3.55).
Rout ~ rds (360)
The corresponding numerical results are Ay =~ —50 or 34 dB and R, » 100kQ, The gain in this case is, in

fact, only a factor of 2 larger than would be obtained with a common-source amplifier (i.e. excluding Q,). Notice
that almost all of the gain appears across the common-gate transistor, Q,.

The cascode amplifier is most often used in analog integrated circuits to provide a large low-frequency gain
from a single stage. Considering equation (3.50), this may only be done if R is large. Since R, is the output resis-
tance of the current source, |55 should be a high-quality current source whose output resistance is on the order of
R~ Qupldsp

We shall now obtain expressions for the gain and output resistance in this case using the results of our previ-
ous analysis and dropping all indices to obtain an approximate result. Substituting R, ~ g,,r3 into (3.51) reveals
that the conductance looking into the source of Q, is

Jin2 = l/rinzz% = Jas
1+ gdsgmrds (36])
= rin2 I rds

Therefore, the gain from the input to Vg, in (3.52) may be simplified to,

Voo 1y, (3.62)
Vin 2 m
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and since R » rys,, the gain from Vg, to the output in (3.53) becomes simply

Vout
~ gm rds
Vs2

The approximate overall gain is the product of (3.62) and (3.63),

Av-tgiri = 1(8=)

The output resistance is

Rout = RLHrde gmrés

N I —

135

(3.63)

(3.64)

(3.65)

EXAMPLE 3.10

Compare the gain and output resistance of the cascode amplifier with a high-quality current source to the values
obtained in Example 3.9 where a simple current source was assumed. As in Example 3.9, assume all transistors

have g, on the order of 0.5mA/V and ry on the order of 100kQ2.

Solution

Substituting the numerical values into equation (3.65) yields Ay = —1250, a very large gain from a single amplifier
stage. The output resistance is huge, R, = 2.5MQ. These are both over an order of magnitude larger than the val-
ues Ay ~ —50 and R, ® 100kQ obtained in Example 3.9; the values have been effectively magnified by the gain

of the common-gate transistor Q,.

3.8 MOS DIFFERENTIAL PAIR AND GAIN STAGE

Most integrated amplifiers have a differential input. To realize this | |
differential input, almost all amplifiers use what is commonly called a dif- IDw | | ¢ID2
ferential transistor pair. A differential pair together with a biasing current

source is shown in Fig. 3.17. The transistors Q, and Q, are sized identi-

cally and are biased with the same dc gate voltage. A low-frequency, small- Vo oV
signal model of the differential pair is shown in Fig. 3.18. This small-signal Q, Q,
equivalent circuit is based on the T model for a MOS transistor that was

described in Chapter 1. To simplify the analysis, we ignore the output Lpias

impedance of the transistors temporarily. Defining the differential input
voltage as Vi, = V' —V , we have

Fig. 3.17 A MOS differential pair.

Vin — Vin
g1+ Iso 1/9mi + 1/9m:

lgr = Is1 =

(3.66)
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| | Since both Q; and Q, have the same bias currents, gy = Gma-
Therefore, we find

i
- iy, = Smiy, (3.67)
2
Also, since iy, = is, = —iq;, we find that

i, = —Imiy (3.68)
vi—v Finally, defining a differential output current, iy, = g, — g2,

Fo1 + Fes the following relationship is obtained:
Fig. 3.18 The small-signal model of a ot = GmiVin (3.69)

MQOS differential pair.

If two resistive loads R, are connected between the drains of Q, and Q, and

Key Point: The differential o X . . .
ey o e differentia a positive supply, the result is a differential output voltage between the two drain

pair with active load is classi-

cally the first stage of a two- nodes, Vi = (gmiRL)Vin and the stage has a differential small-signal gain of
stage operational amplifier. It | 9miRL.
accepts a differential input If a differential pair has a current mirror as an active load, a complete

and pr odyces a;ingle-ended differential-input, single-ended-output gain stage can be realized, as shown in
output witha gain comparable | ‘ig 3 19 This circuit is the typical first gain stage of a classical two-stage inte-
to that of a common-source L . . . .. . .
grated opamp; in this case, the input differential pair is realized using n-channel
stage. : . . . . . .
transistors and the active current-mirror load is realized using p-channel transistors.
From the small-signal analysis of the differential pair, we have

ig = I = ==V, 3.70
a1 1= (3.70)

Also, ignoring transistor output impedances, we have
id4 = ids = _isl (3-71)

Note that a positive small-signal current is defined as the current
going into the drain of a transistor. Using (3.71) and the fact that
igy = —ig;, we have

Vout = (_idz_id4)rout = 2is‘.lrout = OmifoutVin (372)

The evaluation of the output resistance, r,,, is determined by
using the small-signal equivalent circuit and applying a voltage to the
output node, as seen in Fig. 3.20. Note that the T model was used for
both Q, and Q,, whereas Q; was replaced by an equivalent resistance
(since it is diode-connected), and the hybrid-n model was used for Q..
? Tpias As usual, 1, is defined as the ratio v, /iy, where i, is given by the sum

iy = iyy + Ixy + iy + Ixy. Clearly,

Fig. 3.19 A differential-input, single- iy = —= (3.73)
ended-output MOS gain stage. Fas4
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Fig. 3.20 The small-signal model for the calculation of the oufput impedance of the differential-
input, single-ended-output MOS gain stage.

implying that the resistance seen in the path taken by iy, is equal to rqs,. Now, assuming that the effect of rys, can
be ignored (since it is much larger than ry,), we see that the current iy, is given by

T (3.74)

i, = =
rdsz + (rsl ” rsz) rdsz

where the second approximation is valid, since Iy, is typically much greater than rg, || rs,. This iy, current splits
equally between i, and ig, (assuming rg; = g, and once again ignoring ry,), resulting in

iy = gy = — (3.75)
zrdsz

However, since the current mirror realized by Q; and Q, results in i,, = iys (assuming gy = 1/rgy = 1/rg; and
l4s3 is much larger than rg;), the current iy, is given by

e = —lg1 = =gz = —la (3.76)
In other words, when the current splits equally between rg; and r,, the current mirror of Q; and Q, causes the two
currents iy; and i,, to cancel each other. Finally, the output resistance, o, is given by

Vx Vx

rout -

— = (3.77)
Ix1 + b+ Ix3 + Ixg (Vx/rds4) + (Vx/rdsz)

which results in the simple relationship
Fout = Fas2 Il Tasa (3.78)

Therefore, at low frequencies the gain, A,, is given by
Av = Gmni(Fas: |l Tase) (3.79)
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EXAMPLE 3.11

Consider the gain stage shown in Fig.3.19, where Ipas = 200 pA and all transistors have
W/L = 20 um/0.4 pm. Given the transistor parameters for the 0.18 pm technology in Table 1.5, find the output
impedance, r,,, and the gain from the differential input to the output, V.

Solution
To find the bias currents, we assume that I,;5s splits evenly between the two sides of the differential circuit, resulting in

IDI = ID2 = ID3 = ID4 = 100 HA (380)

Therefore, the transconductance of the input transistors is equal to

Oni = Gm = A2MnCox(W/L)(Ipias/2) = 1.64 mA/V (3.81)

The output impedance of Q, and Q, is given by

Fo2 = Tass = —2% = 50 kQ (3.82)
0.08 x 0.1
Thus, the gain for this stage is
A, = ‘:/"“‘ = Goi(Feor || Tass) = 41 V/V (3.83)

3.9 KEY POINTS

* A simple CMOS current mirror has a small-signal input resistance of 1/g,,; and a small-signal output resistance
Fase- [p- 119]

® The common-source amplifier is a popular gain stage, especially when high input impedance is desired. The use
of an active load takes advantage of the nonlinear, large-signal transistor current—voltage relationship to provide
large small-signal resistances without large dc voltage drops. [p. 120]

® The source-follower provides a voltage gain close to unity, and often limited by the body effect. It can provide a
large current gain and it is unilateral so it is often used as a voltage buffer. [p. 122]

® The common-gate amplifier provides a voltage gain comparable to that of the common-source amplifier, but
with a relatively low input resistance on the order of 1/g,,,. However, the input resistance can be larger when the
amplifier has a large small-signal load resistance. [p. 126]

* When a small-signal resistance R is introduced at the source of both transistors in a simple current mirror, the
output resistance is increased by a factor approximately equal to (1 + RgQ,,). [p. 128]

® The addition of a cascode device to a CMOS current mirror increases its output resistance by approximately the
gain of the cascode device, gpfys- The voltage swing available at the current mirror output is reduced because
some voltage drop must be maintained across the cascode device to keep it in active mode. [p. 129]

® The cascode gain stage uses a common-gate transistor Q, to reduce the Vg variations on a common-source
transistor Q4. The result is high output resistance providing potentially high gain and reduced short-channel
effects. However, the available output voltage swing is reduced. [p. 131]

® The differential pair with active load is classically the first stage of a two-stage operational amplifier. It accepts a dif-
ferential input and produces a single-ended output with a gain comparable to that of a common-source stage. [p. 136]
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3.11 PROBLEMS

3.11.1 Section 3.1: Simple CMOS Current Mirror

3.1 Consider the current mirror shown in Fig. 3.1, where I;; = 80 pA, transistor Q, has W/L = 100 pm/1.6 um,
and transistor Q, has W/L =25 um/1.6 pm. Find the nominal output current as well as the output resistance,
Iout - Also, find the minimum output voltage such that both transistors remain in the active region. Use the NMOS
device parameters for the 0.8-um CMOS process in Table 1.5.

3.2 For the current mirror in Example 3.1, assuming the two transistors are identical, what drain voltage at Q,
will ensure that |, is precisely equal to |,,? Compare your results with SPICE. b

3.3 For the current mirror in Example 3.1, find the resulting change in |y if:

a. the threshold voltage of Q, increases by 5 mV while that of Q, remains the same
b. the carrier mobility of Q, increases by 5% while that of Q, remains the same D

c. the gate length of Q, is increased to 0.42 pm while that of Q, remains
0.40 pm
Compare your results with SPICE.

3.4 The current mirror in Fig. 3.1 is implemented using the 45-nm NMOS devices in
Table 1.5. If |;, = 100 pA and (W/L),, = 2 um/0.1 pm, estimate the 'l I
out
|
|
| |
1
|

small-signal output resistance of the current mirror. L,
3.5 Consider the current mirror in Fig. 3.1 withL, = L, and W, = 3W,. What is the V4

relationship between |y and I;, ?

3.6 Consider the current mirror depicted in Fig. P3.6 where I;, = 100 pA, R
R = 2 kQ, and each transistor has W/L = 10 pm/0.4 pm. Given the 0.35-pm
CMOS device parameters in Table 1.5, what drain voltage at Q, will ensure that I, Q, |—o—| Q
is precisely equal to lo?

3.7 The three-transistor circuit shown in Fig. P3.7 is to be used as a current source. For
this circuit, the 0.18-pm CMOS device parameters in Table 1.5 are used,
(W/L); = 4 um/0.25 pmand (W/L), = 12 pm/0.25 um.

a. Determine the size of transistor Q; so thatl, = 200 pA.

b. What is the maximum voltage that can appear at v, while still keeping Q,
in saturation?

c. Keeping the device sizes the same, calculate a new value for the resistor
so thatl, = 250 pA.
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3.11.2 Section 3.2: Common-Source Amplifier

3.8 In Example 3.2, over what range of input voltages will both Q, and Q, remain in active mode? Assume a

3-V supply voltage.
3.9 Repeat Example 3.2, but doubling all device widths and lengths. How does this effect the result? Com-
pare your results with Spice.

3.10 Design a common-source amplifier with active load using the 0.18-um CMOS device parameters in Table 1.5 and
assuming a supply voltage of 1.8 V. The amplifier should have a power consumption of 1 mW, and a gain of at
least 5 V/V. Ensure all transistors have Vo = 250 mV andL = 0.25 pm.

3.11 Consider the common-source amplifier shown in Fig. P3.11. The transistors are sized
(W/L), = 6 pum/0.3 pm and (W/L), = 4 pum/0.3 pm. Transistor Q, is
biased so that Vo, = 200 mV. Using the 0.18-um CMOS device parameters in J__| Q,

Table 1.5, and assuming a supply voltage of 1.8 V, estimate: =

. . \%
a. the power consumption of the amplifier out

b. the small-signal output resistance of the amplifier Vi |
c. the small-signal gain of the amplifier, Vou/ Vi, Q

Fig. P3.11

3.12 Consider the common-source amplifier shown in Fig. P3.11. Both devices are
sized with (W/L) = 6 um/0.3 pm and Q, is biased so that Vo, = 200 mV.
Using the 0.18-um CMOS device parameters in Table 1.5, and assuming a supply Q,
voltage of 1.8 V, estimate:

a. the power consumption of the amplifier Vout

b. the small-signal output resistance of the amplifier
c. the small-signal gain of the amplifier, V,./ Vi,

3.13 Draw the schematic of a PMOS common-source amplifier with NMOS current
mirror active load. If it is designed using the same bias currents and the same size -
transistors as the NMOS common-source amplifier in Fig. 3.4, which is likely to Fig. P3.12
have the higher gain? Why?

Vin O—I Ql

3.11.3 Section 3.3: Source-Follower or Common-Drain Amplifier

3.14 Derive the output resistance of the source follower shown in Fig. 3.6.

3.15 The source follower in Fig. 3.6 is to be designed using devices from the 0.18-um CMOS process in Table 1.5 to
drive a 3 kQ load resistor connected between V,,, and ground (not shown in Fig. 3.6). lyias = 0.2 mA and all
transistors are sized identically with a gate length L = 0.25 pm. Choose the gate width W' to provide a small-
signal gain of at least 0.8 V/V. You may assume that the body of transistor Q, is tied to its source so that there is no
body eftect.

3.11.4 Section 3.4: Common-Gate Amplifier

3.16 Assume that the common-gate amplifier of Fig. 3.9 has a bias current of 0.1 mA and that all transistors
have a W/L of 10 um/0.18 pum. Find the small-signal gain and input resistance of the amplifier. Use the
device parameters for the 0.18-um CMOS process in Table 1.5 and compare your results with Spice.

3.17 The common-gate amplifier of Fig. 3.9 is to be designed to have an input resistance of 200 Q using the
device parameters for the 0.35-pum CMOS process in Table 1.5. All transistors are to have gate lengths of
L = 0.4 pm and Vg = 0.25 V. Estimate the required values of |, and W , 5.
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3.11.5 Section 3.5: Source-Degenerated Current Mirrors

3.18

3.19

3.11.6 Section 3.6: Cascode Current Mirrors

3.20

3.21

3.22

The source-degenerated current mirror in Fig. 3.12 is implemented in the 0.18-um CMOS process in Table 1.5 to
mirror a current of I;, = 0.5 mA with (W/L),, = 20 pm/0.2 um.
a. Estimate the small-signal output resistance and minimum output voltage of the mirror with Rg = 200 Q.

b. Compare the results in part (a) to those is obtained with Ry = 0, a simple NMOS current mirror.
Derive the output resistance of the current mirror shown in

Fig. P3.19 where a diode-connected transistor has been I | Rou
included in series with the source of the output transistor. |
Ignore the body effect.

Vref O——l Q1

A MOS n-channel cascode current mirror has a bias current Q,
of 0.3 mA and all transistor sizes are

W/L = 50 um/0.5 pm. What is the minimum output =
voltage allowable across the current mirror without any tran-

sistors entering the triode region? Use the NMOS device

parameters for the 0.35-um CMOS process in Table 1.5.

Fig. P3.19

Using small-signal analysis, find the output resistance of a MOS cascode current mirror. Include in your analysis
the voltage-dependent current source that models the body effect.

Shown in Fig. P3.22 is a PMOS current mirror with Vpp = 1.8 V, Voo

lbias = 150 pA, R = 2 kQ, and all transistors sized
(W/L) = 18 um/0.2 pm and having the device parameters for the Q, fe—[* Q.
0.18-um CMOS process in Table 1.5.

a. With v, = 1V, are all transistors in active mode? Q, Ly, |

b. What is the maximum voltage that can appear at v, while still keeping
all transistors in active mode? |

¢. Assuming all transistors are in active mode, what is the small-signal R |
output resistance seen looking into the drain of Q,? |

d. Compare this current mirror to the conventional cascode current mirror !
presented in Section 3.6.

Ovo

'

Ibias

3.11.7 Section 3.7: Cascode Gain Stage Fig. P3.22

3.23

3.24

A NMOS cascode amplifier with active load is shown in Voo
Fig. P3.23. It is realized using the 0.35-pum CMOS devices

in Table 1.5 with Vpp = 3.3 V, lyias = 100 pA, I & Q, T_b‘
(W/L), 556 = 10 um/0.5 pm, and bias

(W/L);4 = 30 pm/0.5 pm. ' oVo

a. Estimate the small-signal gain, V,/Vv;, and output Qs :_|: l "; Q
resistance. ?

. . o |
b. What is the total power consumption of the circuit? Q, ﬁ loias S{) Vi o—| i Q,

c. Estimate the range of output voltages over which all
transistors will remain in active mode.

Modify the design of Problem 3.23 in order to double its

small-signal gain without changing its power consumption

or the available output swing.

Fig. P3.23
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3.25 Shown in Fig. P3.25 is another NMOS telescopic cascode
amplifier, this time with the additional transistors Q g included.
As in Problem 3.23, it is realized using the 0.35-pm CMOS
devices in Table 1.5 with Vpp = 3.3 V, Iy, = 100 pA, lbias
(W/L)1 256 = 10 pm/0.5 pm, and
(W/L)s.475 = 30 pm/0.5 pm.

a. Estimate the small-signal gain, V,/V;, and output
resistance. Q,

b. What is the total power consumption of the circuit?

c. Estimate the range of output voltages over which all
transistors will remain in active mode.

d. How does this circuit compare with the amplifier in

Ibias Sl? ViHﬁQl

Problem 3.23? - =
Fig. P3.25
3.26 A PMOS telescopic cascode amplifier is shown in Voo
Fig. P3.26. The transistor sizes, supply voltage and bias
currents are the same as in Problem 3.25. Q, _|_I | Il Vi o]
bias
a. Estimate the small-signal gain, v,/V;, and output <
resistance. . . Q, :I o |
b. Compare these results to the amplifier in Problem 3.25. ]
R~
3.11.8 Section 3.8: MOS Differential Pair and ]

Gain Stage I S{) Q

3.27 For the differential-input stage in Fig. 3.19,
assume that |,;,, = 150 pA, all transistors have . -
W/L = 100 pm/ 1.6 pm. Find the dc gain Fig. P3.26
assuming the transistor parameters are those of the 0.8-um
CMOS parameters in Table 1.5.

3.28 InFig. 3.19, lyias = 200 pA, (W/L),, = 5 pm/0.25 pm, and (W/L);, = 15 um/0.25 pm. The transis-
tor parameters are those of the 0.18-um CMOS parameters in Table 1.5 and the supply voltage is 1.8 V.

a. What is the output voltage, V,,;, when the differential input voltage is zero? (You may assume all devices
are in active mode.)

b. What is the minimum differential input voltage that will cause one of the input transistors Q, , to turn off?
3.29 The CMOS differential pair circuit shown in Fig. P3.29 is to be designed to have a differential gain of

4 V/V and a power consumption of 1 mW. The transistors should be biased to have a V¢ = 0.3 V and v
1.8V




3.30

3.31
3.32

3.33
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should have a gate length of 0.25 um. Using the 0.18-um CMOS parameters in Table 1.5, determine the widths of
the transistors and the values of Rp and l,;,s. Compare your results with SPICE.

Replace the bias current |y, in the circuit of Fig. P3.29 with the simple NMOS current mirror in Fig. 3.1. Select
the device sizes, W and L, of the two current mirror transistors assuming l;, = 25 pA. Ensure that the current
mirror transistors remain in active mode for input voltages as low as 1 V.

Repeat Problem 3.29 using the 0.35-um CMOS parameters in Table 1.5

The differential gain circuit in Fig. P3.32 is perfectly symmetric. Assume

all transistors are kept in the active region.
a. Draw the equivalent half-circuit. Q, —e—
b. Derive an expression for the circuit’s small-signal differential gain in B3
terms of the transistor small-signal parameters: g, , f'gs, €tC. Q, :I —s—i I:
c. Derive an expression for the circuit’s small-signal output resistance in - Vv v
> ’ o o—¢ B2 ——o V,
terms of the transistor small-signal parameters.
@ J—=—if
Ve,
vi o5 Q, e vi
Ibias
Fig. P3.32

The differential pair circuit shown in Fig. P3.33 is

realized with transistors having the 0.18-um CMOS

parameters in Table 1.5. All gate lengths are

L = 0.3 um, lyss; = 50 pA, and Q, F Q, Q,
[+

lpiasz = 500 pA. The differential pair is perfectly
symmetric. The device widths are related by o
W, = W, and Vo
W; = W, = 4W; = 4W, = 4W..

a. Select the NMOS device widths so that
Veffl,Z = 150 mV

b. Select the PMOS device widths so that loias:
Veff3 = 300 mV. L
c. Estimate the differential small-signal gain of the Fig. P3.33

circuit, (V;ut - V-out)/(v;rn - vi-n)~



CHAPTER

4 Frequency Response
of Electronic Circuits

Historically, electronic circuits were characterized by exciting them with an oscillator’s output, and then with an
oscilloscope determining how the circuit affected the magnitude and phase of its input signal. In general, this tech-
nique is only appropriate for linear circuits. However, it is also useful for non-linear circuits containing transistors
when the signals are small enough that the transistors can be adequately characterized by their operating points
and small linear changes about their operating points; that is, the nonlinear transistors can be accurately described
using small-signal analysis. The use of this technique for characterizing electronic circuits has led to the applica-
tion of frequency-domain techniques to the analysis of most any linear or weakly non-linear system, a technique
that is now ubiquitous in system analysis.

4.1 FREQUENCY RESPONSE OF LINEAR SYSTEMS

Consider a linear time-invariant system with transfer function H(S) being excited by an input signal having
Laplace transform X,(S).! The Laplace transform of the output signal, X,.(S), is given by

Xout(S) = H(S)Xin(s) 4.1

In the time domain, assuming X;,(t) is the inverse Laplace transform of X;,(s), and h(t) is the inverse Laplace
Transform of H(s) (often called its impulse response), we have

Xou®) = X+ () = [xi(Dh(t-1)d 4.2)

—0

That is, the output signal is the convolution of the input signal with the impulse response of the system’s transfer
function.

The merit of frequency-domain analysis is that for particular inputs it is often easier to use (4.1) and the
inverse Laplace Transform to calculate the expected output of a circuit rather than (4.2). Examples of this are
when the inputs are pure sinusoids, or step inputs.

Only certain types of transfer functions arise in the ordinary course of analog circuit analysis. Since the inputs
and outputs are generally voltages or currents in the circuit, X;, and X, are always real-valued. Hence, the
impulse response h(t) is also always real-valued. Furthermore, we will restrict our discussion to circuits compris-
ing lumped elements: resistors, capacitors, independent and dependent voltage and current sources.> The transfer

1. The Laplace transform of x(t) is X(s) = J.e’s‘x(t)dt .

2. We are excluding distributed circuit elements sometimes found in radio-frequency circuits such as transmission lines. These can give
rise to irrational transfer functions.

144



4.1 Frequency Response of Linear Systems 145

functions of such circuits may always be written in rational form with real-valued coefficients. That is, as a ratio

of polynomials in the Laplace Transform variable, S.

a,+a,S+.

..+ a,s™

H(s) =
1+b;s+.

“4.3)
.. +b,s"

In (4.3), all of the coefficients a; and b; are real. Normally, m < n. When the transfer function is stable, all

of the b; will be positive.

Transfer functions may also be written as a ratio of products of first-order terms,

(s+2)(S+2,)...(8+2,)

H =K
) (s+o)(s+o

2)... (S + )

(I+Z§l)(l+i)...(l+z—s—m) (4.4)

a

(1+8)(1+2)(1+2)

(O]

where K = a,,/b,. These are often referred to as root form
since the roots of the numerator (zeros) and denominator (poles)
are clearly visible. However, to be exact note that z; and w; are
not the actual roots of the numerator and denominator; rather
they are equal to the negative roots. Hence, the transfer functions
zeros are —Z,,—2Z,... and the poles are —®,, —®,.... It is also
common to refer to the frequencies of the zeros and poles which
are always positive quantities, |z,],|z,|... and |®,|, |®,|..., since
these are physical frequencies of significance in describing the
system’s input-output behavior.

For transfer functions of systems with real-valued inputs and

(O} ®n

Key Point: The transfer functions in analog
circuits throughout this text:

a) are rational withm £ n

b) have real-valued coefficients, a; and b;

¢) have poles and zeros that are either real
or appear in complex-conjugate pairs
Furthermore, if the system is stable,

d) all denominator coefficients b, > 0

e) the real part of all poles will be negative

outputs, all zeros and poles will be either real or occur in complex-conjugate pairs. Further, the real parts of all the

poles will be positive for stable transfer functions.

4.1.1 Magnitude and Phase Response

The output of an oscillator can often be characterized as a sinusoidal signal given by

(ejmint + e—jo)int
in

Xin(t) = Aincos((’)int) =A 2 (45)
where Euler’s relation has been used
eix = cos(X) + jsin(X) (4.6)
and
j= (@.7)

is a purely imaginary number of unit magnitude.

In the frequency domain, X;,(S) consists of two impulses, one at

S = j(Din

4.8)
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and one at
S = —j(Din (49)

with each impulse having a magnitude A;,/2.
The output of a linear system having such an input also consists of two impulses in the frequency domain, but now

each impulse will be multiplied by H(s) where s = jw;, for the positive frequency impulse and S = —jw;, for the
negative frequency impulse. After taking the inverse Laplace Transform of the output signal, it is seen that
Ain joyt . —jopt .
Xour(t) = —;(e H(join) + e "H(-joi)) (4.10)

The transfer function evaluated on the imaginary axis, H(jw;,), is its frequency response which may written in
terms of its magnitude response |H(jw;,)| and phase response ¢ = ZH(jw;,).

H(oin) = [Hjoi)e* (4.11)
Furthermore, for systems with real-valued inputs and outputs,
H(-joi) = [H({oi,)|e (4.12)
Substituting (4.11) and (4.12) into (4.10) gives
Ai

XOut(t) = _2'|H(j(,0in)|(ejwmtei¢+ efimmle,j‘b)
Ain
2
= AinH(joi,)| cos(oint + )

IH(ji)| (1€t 4 gi@nt+ )y (4.13)

The development just presented has been given in terms of the Laplace transform variable s for the particular
case where S = jo;,. Alternatively, it is often presented in terms of Fourier Transforms which are equivalent to
Laplace Transforms with s = jw;,. However, when using Fourier Transforms, the j symbol denoting that the fre-
quency is complex is usually omitted. For example, (4.11) would normally be written as

H(oin) = [H(on)|e* (4.14)
where ¢ = ZH(w).

The interpretation of (4.14) is as follows: When a linear electronic
circuit is excited with the output of a sinusoidal oscillator, the output of
the circuit will also be a sinusoid at the same frequency. The magnitude

Key Point: When a linear circuit is
excited with a sinusoid, the output will be
a sinusoid at the same frequency. Its mag-

nitude will equal to the input magnitude of the output sinusoid will be equal to the magnitude of the input sinu-
multiplied by the magnitude response soid multiplied by |H(w;,)] where H(w;,) is the frequency response of
|H(win)|- The phase difference between the | the circuit. The phase difference between the output sinusoid and the
output and input sinusoids will equal the input sinusoid will be equal to ¢ = ZH(w;,).

phase response /H(w,,). Magnitude
responses are often expressed in units of
decibels, 20log,;)|H(®)| dB. 20log ;,|H(w)| dB

Magnitude response is often expressed in units of decibels (dB),

Decibels are a convenient unit since the magnitude response of two
linear systems in series is the sum of the two magnitude responses
when expressed in dB. Specifically, two systems with frequency responses H,(®) and H,(®) connected in series
will have an overall frequency response H,(®) - H,(®) . Expressed in decibels,

20log o(|H ()| [Hy(w)[) dB = 20log ,|H,(®)| dB + 20log ,|H,(w)| dB
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EXAMPLE 4.1

If the magnitude response of a linear system is doubled, how much does it increase in dB? What if the magnitude
response is increased by an order of magnitude?

Solution

If the magnitude response of the original system is 20log,,|H(®)| dB, once it is doubled it becomes

20log ,o(2|H(w)|) dB = 20log,|H(w)| dB + 20log,,2 dB
20log ,o|H(®)| dB + 6.02 dB
20log ,o|H(®)| dB + 6 dB

I

If increased by an order of magnitude, it becomes

20log o(10|H(w)|) dB = 20log,,|H(w)| dB + 20log,,10 dB

20log ,,|H(®)| dB + 20 dB

Hence, doubling a magnitude response implies an increase of 6 dB and increasing it by one order of magnitude
implies an increase of 20 dB. In general, a change in |H(®)| by a multiplicative factor |A| can be expressed in
decibels by adding 20log ,|/A| dB.

4.1.2 First-Order Circuits
A first-order transfer function has a first order denominator, n = 1. For example,

A

1+

O

H(s) =

(4.15)

is a first-order low-pass transfer function. It is the most-commonly encountered transfer function in electronic cir-
cuits. It arises naturally when a resistance and capacitance are combined. It is also often used as a simple model of
more complex circuits, such as operational amplifiers; when used in this way, o, is referred to as a dominant pole
and (4.15) is a dominant-pole approximation.

EXAMPLE 4.2

Consider a linear circuit having a transfer function given by (4.15), where A, = 10and o, = 27 x 100 rad./s. Find
the magnitude and phase of the output sinusoid assuming the input sinusoid has a peak voltage of 1V and zero phase
for the frequencies 10Hz, 100Hz, and 1kHz.
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Solution

We can re-write (4.15) with s = jo using Fourier Transforms as

H(w) = A _ A, elt (4.16)

where
b = —tan*‘(ﬂ) 4.17)
[Of
Note that
H)| = —2 (4.18)

2
1+ (9-)
[Of
Using (4.17) and (4.18), for the case f = 10 Hz, where ® = 2nf = 628.3 rad, we have

H(w)| = 10 - 10 _ 10 _995-1996dB (4.19)

FERE R

0 0

The phase shift is given by
10
= —tan*l(—o) = -5.7° (4.20)
* 10

The fact that the phase difference between the input and output is negative, implies the output sinusoid comes after
the input sinusoid by —5.7°, or in other words “lags” the input sinusoid. For f;, = 100 Hz, we have

[Hw)| = 10 _ 0.7071 x 10 = 20 dB-3.01 dB 4.21)
Np)
and
¢ = —tan”'(1) = —45° (4.22)

Note that at f;, = f, or equivalently, for ®;, = ®,, the magnitude response is 3dB below its low-frequency
value, and the phase is delayed by —45°. Finally, for f;, = 1kHz, we have

Ho) = —2 = 10 _ 10 _504B-2004dB = -0.04dB  (4.23)

/\/1 . (fi)z /\/1 . (%)z 10.05

and

o = —tan‘l(l—(l)(;—()) = —1.47rad = -84° (4.24)

Thus, the gain is approximately 20dB less than its low-frequency value and the phase shift is approaching —90°.
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Step Response of First-Order Circuits

Another common means of characterizing linear circuits is to excite them with step inputs. This would normally
be done in practice by exciting them with a square wave having a low-enough frequency (or equivalently long-
enough period), so the circuit settles between edges, and therefore each edge effectively excites the circuit similar
to a step input.

Consider a step input X;,(t) = A u(t) where u(t), the step-input function, is defined as

0, t<0
ut) = 4.25
(t) L,bo (4.25)

The step function u(t) has a Laplace transform given by

U(s) = é (4.26)

Therefore, the Laplace transform of the output of a linear system having transfer function H(s) and a step input is
given by

XoulS) = A, (427)

This is normally easy to calculate especially since any rational H(s) may be expressed as a sum of first-order
terms using residues [James, 2004].
Consider the special case were a first-order low-pass filter has a transfer function given by

H(s) = o (4.28)
1+
(O
Using (4.27), we have
A, A
Xout(s) = 1 (429)
1+
®9
Equation (4.29) can be rewritten in terms of its residues as
1 1
Xout(8) = AinAo| - - (4.30)
S S+,
It is now simple to take the Inverse Laplace Transform to get
Xou() = UDARA[1 —e "] (4.31)

where t = 1/ ,.
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In a similar manner it is straight-forward to show that a general first-order circuit having a transfer function given
by

1+3
H(s) = A, —= (4.32)
1+
[ON)
and subjected to a step input has an output with Laplace transform
A A 1+2
Xou(s) = —it| —=2 433)
S 1+ 2
(O
Hence, the system’s step response is
_ ™, ~t/t
out = in - - .
Xou(®) = U(DA, Ao[l (1 )e } (4.34)
(05

where T = 1/ o,
Note that the step response for t very slightly greater than 0 is denoted by X,.(0) and using (4.34) is easily
found to be given by

Xoul(07) = ApAg 2 (4.35)

0,

This is easily verified using the Laplace transform property

Xou(0) = 1imsXyy(s) = limH(S)A, = AnA, (4.36)

(O

together with equation (4.33). In a similar manner, it is easily found that after a long time, when the first-order cir-
cuit has settled, its response denoted X,,(©) is given by

Xout(oo) = AinAO (437)
Once again, this can be verified using the Laplace Transform property

Xou(®) = limsXo,(s) = limH(S)Ay, (4.38)

together with (4.33). Using (4.34), (4.35) and (4.38), one can derive the general equation giving the step response
of any first-order circuit as

X(t) = X(®) - [X(®) - x(07)]e " (4.39)
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EXAMPLE 4.3

Consider the first-order lowpass circuit shown in Fig. 4.1. Assume R = 1 kQ and C = 1 nF. Find the -3 dB fre-
quency of the circuit and the time constant of the circuit. Assuming the input signal is a 0.5-V step input at time 0,
what is the output voltage at 1.5 pus? How long does it take for the circuit to settle within 70% of its final value?
Solution

The transfer function of this circuit is easily found using the admittance divider formula; that is

H(S) - Vout(s) - Gl(s) (440)
Vin(s) Gi(s) + Gy(s)

where G,(s) is the interconnecting admittance between the input and output and the denominator is the sum of all
admittances connected to the output node (in this case G (S) + G,(S) ). For this case, we have G,(s) = 1/R
and G,(s) = sC and therefore

/R 1

H(s) = = (4.41)
sC+1/R 1+sRC
The —3dB frequency in radians per second is given by
1 1 6
Wy = — = ————— = 1x10" rad/sec (4.42)
RC  1x10’1x10”
In Hz, the —3dB frequency is given by
fis = 1Ll 159 kHz (4.43)
T 2rRC .
The circuit time constant is given by
t= L _-RC=1ps (4.44)
®g
Next, using (4.31), we have the output voltage at 1.5 pus given by
Xou(t) = 0.5[1—e-15x10°/1:10°] = 0.5[1 —e15] = 0.39V (4.45)
For the circuit to settle within 70% of its final value, we need
l-et = 0.7 (4.46)

R
Vin o, AN

V,

out

o

Fig. 4.1 A RC first-order lowpass circuit.
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which implies

t = tln( !
1

) = 12t = 1.2pus (4.47)

EXAMPLE 4.4

Consider the first-order circuit shown in Fig. 4.2. Find equations for the transfer function and for the step-
response. What constraint is necessary and sufficient for the step-response to be an ideal step? For the special case
of C, = 5pF, C, = 10pF, R, = 2kQ, and R, = 10kQ, plot the step response assuming the input signal is a 2V
step.

Solution

The transfer function can once again be found using the admittance-divider formula. We have

H(s) = Vom(s)= sC,+ 1/R,
Vi(s) sC +1/R,+sC,+1/R,

(R 1+3sR.C, (4.48)

Ri+RA s BB ¢ Lc)

(Ri+Ry)

Equation (4.48) can be re-written in the same form as (4.32) with the substitutions

A = R, (4.49)
R, +R,
1, = 07' = RC, (4.50)
and
R,R
5 = o = ﬁ(cﬁcg = (R,IIR)(C,+Cy) (451
I:{1

Vin o—o—| I O Vou

Fig. 4.2 A RC first-order circuit. = =
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In order for the step response (given by (4.34)) to be an ideal step, we need ®, = ®,. Using (4.50) and (4.51),
we see the necessary conditions are

R.Ci = (RilIR)(C,+Cy) (4.52)
which implies
G _ R (4.53)
C, R

For the case, of C, = 5pF, C, = 10pF, R, = 2kQ, and R, = 10kQ, we have A, = 0.833,
o, = 1x10°rad, and @, = 4x10'rad. Using (4.36) and (4.48), we see

Xou(07) = A, limH(s) = A,—i— = 2( SpF ) = 0.67V (4.54)
s C.,+C, SpF + 10pF
and
Xoul®0) = AplimH(s) = A2 = o 12y 7y (4.55)
s-0 R, + R, 2kQ + 10k

The circuit time constant is 1/®, = 25ns. Using these values, it is possible to sketch the step response as shown
in Fig.4.3. In one time constant, the output voltage has settled to within 22% of its total change (i.e.
Xout(®©) — (Xout(©) = Xou(0))e! = 1.67V-1V - et = 1.30V).

EXAMPLE 4.5
Consider an amplifier having a small signal transfer function that approximately is given by
A(s) = A (4.56)
1+
® 348

1.67V

Fig. 4.3 The 2-V step-response of the circuit of Fig. 4.2.
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What is the approximate unity-gain frequency and the phase shift at the unity-gain frequency for A, = 1x10” and
O = 1x10™

Solution

At frequencies S = j® » j_sqp, Which is the case for most signal frequencies, the s term in the denominator dom-
inates and we have

Ay p

A(s) = (4.57)

and the open-loop transfer function of the amplifier is very similar to that of an ideal integrator. The magnitude of
the Fourier Transform is found by substituting s = jo and taking the magnitude. To find the unity gain
frequency, this magnitude should be set to unity and then ® (often called ®,, ) should be solved for. We have

Ao 5| — (4.58)

Oy

- which implies
Key Point: For a first-
order lowpass transfer Oy = Ay ags (4.59)
function with dc gain
Ag>>1, the unity gain fre- | The phase shift of the transfer function is given by
quency is ®y=AGO_zyg and
ZA(0,)=90°.

ZA(0) = —tan( ® )71 (4.60)

M_3q8
Noting that since A, » 1, we have ®/®_3g5 » 1, and therefore

ZA(o,) = -90° (4.61)
For this example, using (4.59) and (4.61), we have o, = 1x10°rad.

4.1.3 Second-Order Low-Pass Transfer Functions with Real Poles

Second-order low-pass transfer functions are often encountered when characterizing electronic circuits. For exam-
ple, operational amplifiers with feedback, and perhaps being inadequately compensated, are often modelled as
second-order low-pass functions. Three alternative formulations for second-order low-pass transfer functions
(assuming a real numerator) are

K
(1+s7)(1+81,)
K

(1+=2)(1+=]) (4.62)

O)pl 0)p2

H(s)

_ Kc)Elc)Ez

(s + ®p)(S + 0p2)
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The coefficients t,, T, or ®,;, ®,, are either real and positive, or occur in complex-conjugate pairs. The transfer
function may also be written in the form

H(s) = Koop1 @p2 (4.63)
®pWpy + S(Op + ®py) + 82
Equation (4.63) may be written in the alternative (and popular) form
2
H(s) = Kog (4.64)

®
02+ 85— +8?
Q

Here, parameter o, is called the resonant frequency, parameter Q is called the Q-factor’ [Sedra, 2009], and K
is the dc gain of the transfer function. This latter form (4.64) is often preferred by experienced designers because
it has no complex-valued coefficients, even in cases where the poles —m,, and —w,, are a complex-conjugate
pair.

We will for now consider only the special case where w,; < ®,, are both real and distinct. We can set the
denominator of (4.64), D(S), equal to the denominator of (4.62), and we have

D(s) = 0)§+£:‘.%’+S2

(4.65)
= (®p +8)(®p, + 8)
= 0p ®py + S(Op; + ®py) + 82
Equating the coefficients yields
OF = O ®p (4.66)
and
®
60 = O + Op (4.67)
Solving (4.66) and (4.67), we get
W1, Opy = 2“’—5(1 + . /1-4Q?) (4.68)
We can also express the frequency response of (4.62) as
H(S) = K el (4.69)
2 2
/\/l + (E—) Jl + (E-)
Op; Op
where
o = - tan*l(ﬂ) - tan(i) (4.70)

®Op1 ®py

This form clearly shows |H(®)| and ZH(®).

3. The Q-factor is 1/2 times the inverse of the damping-factor. The damping-factor is an alternative method of indicating the pole
locations in second-order transfer-functions.
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Widely-Spaced Real Poles

For the special case of real poles ®,, « ,,, we have Q « 1, and we can make the approximation

JT24Q2 = 1-2Q2 4.71)

Using (4.71) and (4.68) gives

0y = ©,Q 4.72)
()
Wpy = —Q‘-) (4.73)

Using (4.69) and (4.70), it is possible to simply approximate the magnitude and phase response of low-pass
transfer functions in a number of different frequency regions. For ® « ®,, we have [H(w)| = K. At o = o,
we have H(w,,) = K/ /2, and ZH(w) = —45° Next, for 0, « ® « 0p,, we have

H(o) = Ky (4.74)
()]

If we express the magnitude response in terms of decibels (dB),
[H(®)lss = 20log(Kw,,) —20log(w) (4.75)

Thus, the magnitude response is decreasing —20dB for every decade increase in . In addition, in this region, we
have ZH(®) = —90°. Next, at ® = ®,,, we have

Ko
IH(0p)| = —2 (4.76)
2(Dpz
and ZH(w) = —135°. The final region is when ,, « ®. In this region, we have
K
H(o)| = =2 % (4.77)
032
Expressing the magnitude gain in dB, we have
[H(®)lg = 20log(Ko, m,y,) —40log (o) (4.78)

and we see the gain is decreasing —40 dB for every decade increase in w. In this region, we also have
/H(®) = -180°.
Step Response

The step response for a second-order low-pass transfer function can be found by expanding (4.62) into partial frac-
tions (or residues). It is not too difficult to show that

H(s) = K[ Doz D1 Op1 O } (4.79)
Opr— Wp S+ Oy Dpy — DS + Wpy
Equivalently, in terms of time constants t; = 1/®,; and 1, = 1/0p,
T 1 Ty 1
H(s) = K[ ! - J
T, —-T,1l+st, 1,-1,1+8S71, (4.80)



4.1 Frequency Response of Linear Systems 157

It is now straightforward to express the step response of the second-order system as the sum of the individual step
responses of two first-order systems. We have

Xoul(t) = Ainﬂ&[l _ e—nﬂp]] _ AinﬁL[l _ e—tu>p2] (481)
®py — Wpy ®pr — W

and we see the step response is composed of two first-order modes.
For the case of widely-spaced real poles ®,, « ®p,, we see that the second term in (4.81) settles much more
quickly then the first. Hence, for t » 1/ w,,,

4.82
Xout(t) = 'Aln—}<2ﬂL[1 - e*t(ﬂp]] - Ain—}<_OJL]— = AIn}<[1 - eitwpl] ( )
®py — Wpy ®py — Wp

The system exhibits a first-order step response with the slower time constant, 1/ ®,;.

4.1.4 Bode Plots

The observations made in Section 4.1.3 are the basis of a methodology useful for constructing approximate plots
of the magnitude response (in dB) and phase response (in degrees) versus log frequency. These plots are called
Bode Plots; they are used extensively to graphically represent a circuit’s frequency response and for the analysis
of feedback systems.

The method for Bode plots of stable low-pass transfer functions having only
real poles (i.e. where the order of the numerator m = 0, hence N(s) = K) is
summarized by the following rules:

Key Point: Transfer func-
tions with only real-valued
poles and numerator order
a. At very low frequencies both the magnitude and phase plots are constant | zero have monotonically

(horizontal lines) at 20log,,|H(0)| dB and 0° respectively. decreasing magnitude and
phase response plots with
b.  As the frequency becomes larger than a pole frequency, the slope of the | ..z pole contributing an

magnitude response changes by —20 dB/decade. additional —20 dB/decade
¢.  Each pole contributes an additional —45° phase shift at the frequency of the | slope in the magnitude

pole. At frequencies substantially higher than a pole frequency, it contrib- | 7esponse, and an addi-
utes an additional —90°. tional =90" phase shift.

EXAMPLE 4.6

Sketch a bode plot for a second-order low-pass transfer function (4.62) with K = 1><104, ®p; = 10 rad/s, and
®p, = 1000 rad/s.

Solution

The transfer function is

_(Hls_o)(uﬁoo)
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Following the procedure, the magnitude response is constant for low frequencies at a value of
20log,o[H(0)| = 20log,,10" = 80 dB (step a). The slope then decreases to —20 dB/decade at 0y = 10 rad/s
and to —40 dB/decade at w,, = 10° rad/s (step b). The phase response starts at 0° (step a) and decreases to —45°
at ®,; = 10, -90° at ®, « ® « @y, ,t0 —135°at ®,, = 10° rad/s, and finally to —180° at ® » @y, (step c). The
plots in Fig. 4.4 result.

The methodology described above may be generalized to handle any rational transfer function where all zeros and
poles are purely real. It is easiest to have H(s) written in root form, (4.4).

a. Find a frequency oy where the number of poles at lower frequencies, ®,, ®,...®y, equals the number of
zeros at lower frequencies, z,, Z,...Z,. Begin the magnitude response plot with a flat (constant) region
around 4 at a value of

2010g ,|H(®mg)| = 20l0g (KM)
10 |(0(k+1)|...|(1)n|

Begin the phase response plot at ZH(®mig) = 0°.

b. Moving from o4 to the right along the magnitude response plot (to higher frequencies), each time the
frequency becomes greater than a pole frequency, ®; with i> kK, the slope of the magnitude response
changes by —20 dB/decade. Each time the frequency becomes greater than a zero frequency, |z| with
i > K, the slope of the magnitude response changes by +20 dB/decade.

c¢. Moving from o4 to the left along the magnitude response plot (to lower frequencies), each time the
frequency becomes less than a pole frequency, ®; with i <k, the slope of the magnitude response
changes by +20 dB/decade. Each time the frequency becomes less than a zero frequency, |z| with i <k,
the slope of the magnitude response changes by —20 dB/decade.

d. Moving from w4 to the right along the phase response plot (to higher frequencies), an additional —45°
phase shift is introduced at the frequency of each pole, @; with i >k, and right-half plane zero, |z]| with
i>k and z; <0; at frequencies substantially higher than the pole and zero frequencies an additional
—90° phase shift is contributed. At each left-half-plane zero encountered, |z| with i >k and z;> 0, an

H(o
H@ls —20dB/dec
80dB "
40dB
—40dB/dec
A
» o
10' 10°
ZH(o) A
0° > ©
-90°
-180°
Fig. 4.4 Magnitude gain (in dB) and phase versus ®
on a logarithmic scale.
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additional +45° phase shift is introduced at the frequency |z, and an additional +90° phase shift is
contributed at frequencies substantially higher.

e. Moving from o4 to the left along the phase response plot (to lower frequencies), an additional +45°
phase shift is introduced at the frequency of each pole, @; with i <k, and right-half plane zero, |z| with
i<k and z;<0; at frequencies substantially lower than the pole and zero frequencies an additional
+90° phase shift is contributed. At each left-half-plane zero encountered, |z;| with i <k and z; >0, an
additional —45° phase shift is introduced at the frequency |zj|, and an additional —90° phase shift is con-
tributed at frequencies substantially lower.

EXAMPLE 4.7

Find the transfer function of the opamp circuit shown in Fig. 4.5 and sketch its Bode plots.

Solution

Since C, is five orders of magnitude larger than C,, there is a wide range of frequencies where C, can be
assumed to be a short circuit and C, can be approximated by an open circuit.* In this frequency range, called mid-
band, we have simply a noninverting opamp configuration with a gain of (1 + R,/R)).

At moderately-low frequencies where C, is having an effect, C, can certainly be treated as an open circuit
since it is so small. The circuit at these frequencies appears like the simplified circuit shown in Fig. 4.6. The trans-
fer function at these frequencies is found by analyzing this simplified circuit. The closed-loop transfer function is
given by

H(S) - Vout(s) - 1+ZZ(S) (483)
Vin(s) Z,(s)
Vin O
+ —0 Vou
R,
—AN—2o
2kQ Z,
C,
'
|| IpF
R, §
100Q2
Z,
C,
100nF | Fig. 4.5 The feedback configuration often used for stereo

— power amplifiers.

4. The reason for including C, is that at very-very-low frequencies, it operates as an open circuit. Thus, at dc, the gain is only unity.
The low gain at d.c. (of unity) helps minimize bothersome “clicks” due to d.c. offsets inherent in the amplifier that would be amplified
by the large gain if C, had not been included. The capacitor C, limits the high frequency response. It also helps stabilize the opamp,
but this is beyond the scope of the current subject.
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Vin O_

100Q2
C,
Fig. 4.6 A simplified circuit that has the same frequency 100nF |
response as Fig. 4.5 for low and mid-band frequencies. —
where
Z(s) = R+ —
sC,
and
Zz(S) = Rz
We have
R 1
L+ R+ —
H(s) = sC, _ 1+s(R,+R,)C,
R, + 1 1+sR,C,
sC,

We see the simplified circuit is first order with a zero at

1

= ——— = 476 krad/sec
(Rl + RZ)CI

[OF3

and a pole at

100 krad/sec

®p

" RGC,

—O Vou

oty

2kQ

Z

(4.84)

(4.85)

(4.86)

(4.87)

(4.88)

Note that as the frequency gets large, ® » ®,;, ®,;, the result in (4.86) becomes the same as that obtained earlier

by inspection for mid-band frequencies.

(4.89)
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Y o—¢ -0 V
out
R,
—AN—9¢
2KO z,
C,

S

100Q
Fig. 4.7 A simplified circuit that has the same
. frequency response as that in Fig. 4.5 for mid-band and

high frequencies.

At mid and high-frequencies, when C, can be certainly be treated as a short-circuit, the response of the circuit is
very close to that of the simplified circuit shown in Fig. 4.7. We now have

Z\(s) = R, (4.90)
and
1
Z(s) = — 4.91
x(5) 1/R, +sC, @90

Using (4.83), we have (after a little algebra) Kev Point- Wh it h
ey Point: When a circuit has

Y.(8) + Yy(8) one or more capacitors with rela-
= Y— tively very large value, one may
«8) consider those capacitors short-
1 1 circuited to see how the circuit
behaves at higher frequencies.
= (4.92) | Similarly, when one or more
1 +sC, capacitors have relatively very
) small value, the circuit may be
considered with those capacitors
= (Rl + RZ)(I +S(R, |l RZ)CZ) open-circuited to una’ersiznd its

R, 1+sR,C, operation at lower frequencies.

H(s)

We see the simplified circuit is again first order with a zero at

1

= — 1 = 1.05x10" rad/sec (4.93)
(R, IR,)C,

[OF%)

and a pole at

Wy = = 5x10° rad/sec (4.94)

ZCZ

Once again the mid-band gain may be found by evaluating (4.92) at low frequencies, ® « ®,,, ®p, resulting in
H(s) = 1+ (R,/R)).
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An alternative approach would be to consider the actual circuit of Fig. 4.5 that is valid at all frequencies and
substitute

Z(s) = R, + - (4.95)
sC,
and
|
Zy(s) = — (4.96)
+(5) 1/R, +sC,

directly into (4.83) without simplifying. After some algebra, we get

1+s[(R;+R,)C, +R,C,]+s?R,R,C,C,

H(s) =
(1+sR,C)(1+5sR,C,)

(4.97)

If we now make the assumption that the numerator, N(s), has two widely separated zeros ®,, « ®,,, then we may

express the numerator as
N(s) = (1 + i)(l + i)
(OF3) ©z;

2
= 1+S(L+L)+ S

(4.98)
®z [OF%) ©z; 0z
S P s
[OF3 ©z; 0z
Equating (4.98) and (4.97) and solving for ®,, and ®,,, we get
0y = 1 = L (4.99)
(R +R,)C, +R,C, (R, +R,)C,
0, = 1 ~ RitR ! (4.100)
o, R,R,C,C, R/R.C, (R IR,C,
We also have two widely-spaced poles given by
01 = —— (4.101)
RICI
1
®py = (4.102)
RZCZ

Hence, we have the same poles and zeros that were obtained by separate analysis of the low-frequency circuit in
Fig. 4.6 and the high-frequency circuit in Fig. 4.7.

Following the procedure for sketching Bode plots, we begin at mid-band frequencies w,; « ® « ®,,. Here,
the gain as given by (4.89) is 21 and the magnitude of the bode plot is constant at 26.4 dB while the phase is con-
stant at 0°. Moving to higher frequencies, we first encounter the pole ®,, and then the zero ®,,. Moving to
lower frequencies, we first encounter the pole ®,, and then the zero ®,,. The resulting Bode plot is shown in
Fig. 4.8.
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®z O)pl O)pz ®z
Holw VY vy
t \
20dB
t+20dB/de:
10d8 / 1o0dB/dec
0dB ®
/H(o) A 10° 10* 10° 10*
90° o
OO/ \
/ (O]
_9Q° N Fig. 4.8 Approximate magnitude and phase
v responses of the circuit of Fig. 4.5.

4.1.5 Second-Order Low-Pass Transfer Functions with Complex Poles

Consider the second-order low-pass transfer function in (4.62) when the two poles are complex-valued and conju-

gate pairs, ®,; = ®,,*. Using (4.68), we see this case occurs when Q > 1/2 and we have
® . .
®p1, Oy = i[liJMQz—l] = o tjo, (4.103)
Hence,
)
®, = — (4.104)
T
and
0q = ﬂm (4.105)
2Q
Furthermore,
|op| = @] = 2‘*’-(‘;[1+4QZ—1]”2 = o, (4.106)

The pole locations on the complex s-plane are illustrated in Fig. 4.9. The step response can now be found by sub-

stituting (4.103) into (4.81).

Xout(D)

ALK
—2jqg
A.K
2jmqg

[((Dr _ qu)(l _ e—mrlefiwqt) _ (mr + jwq)e—wrtejmqt]
(qu[z _ e—mrl(ejmqt + e*i(uql)] _ wr[e—mrt(eimqt _ efjmqt)])

AinK[l —e"cos(w,t) — &e""f‘sin(mqt)}
®q

A K[1-Ae " cos(wgt+0
[ (gt +0)] (4.107)
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—Wp, A
AN
AN
1 N\
cos (1/2Q) /\
S ———
®,/2Q
Fig. 4.9 The complex-conjugate pole locations of a second-order
stable transfer function with Q > 0.5. o X
~0p;
Xour(t)
" (c)
S——
(a)

Fig. 4.10 The step responses of a second-
order low-pass circuit for (a) Q< 0.5
(b) Q = 0.5, and (c) Q>0.5

>

where A, = 42-4Q% and 0 = tanilA/4Q2— 1. Thus, we see the step response has a sinusoidal term whose
envelope exponentially decreases with a time constant equal to the inverse of the real parts of the poles,
1/®, = 2Q/®,. Hence, a system with high Q -factor will exhibit oscillations that persist for a long time. The
oscillatory frequency of the sinusoids are determined by the imaginary parts of the poles.

It is also possible to determine the peak of the step response by solving

d

LX) = 0 4.108
4ol (4.108)
for time, 1. In general, there may be multiple solutions to (4.108), but since the envelope of the oscillations is
decaying, the solution with the smallest magnitude |t| is the time of the highest peak in the step response. The
height is obtained by evaluating (4.107) at this time,

Xoul®] ., = AnKe [““"z' 1] (4.109)

Equation (4.109) is valid only for Q > 0.5. For Q < 0.5, the poles are real-valued and there is no overshoot. The
borderline case Q = 0.5 is called a maximally-damped response. These different cases have been plotted approx-
imately in Fig. 4.10.
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4.2 FREQUENCY RESPONSE OF ELEMENTARY
TRANSISTOR CIRCUITS

When analyzing electronic circuits containing transistors to determine their frequency response, a small-signal
analysis is implicitly assumed since only linearized systems can have a well defined frequency response. Given
this assumption, the procedure is the same one outlined at the very beginning of Chapter 3, except that the circuit’s
parasitic capacitances are included to capture the circuit’s high-frequency limitations.

4.2.1 High-Frequency MOS Small-Signal Model

The small-signal high-frequency model for MOS transistors takes the low-frequency model and adds parasitic
capacitances to model the charge-storage effects of MOS transistors. These effects were covered in detail in Chap-
ter 1, but the salient points are repeated here in sufficient detail to permit basic frequency analysis of MOS transis-
tor circuits.

A cross-sectional view of a MOS transistor showing the parasitic capacitances is shown in Fig. 4.11. The
high-frequency model for MOS transistors in the active region is shown in Fig. 4.12. The largest capacitance in
the model is the gate-source capacitance Cg.. For a transistor with width W and gate length L, its value can be
estimated with the approximate formula

Cye = %WLCDX+CDV (4.110)

where C,, is the gate to source or drain overlap capacitance and C,, is the gate capacitance per unit area. The
capacitance Cgyq is primarily due to the overlap capacitance,

Cga = Coy @.111)

The other capacitances in the small-signal model are due to the depletion capacitances of reverse-biased junc-
tions. We have

Co = (A;+WL)C;s + P;Ciy (4.112)
Vas> Vi
Vg = 0 Polysilicon ? Voe >-Vi,
\ 0
N 7 % o Si0,
* [ ) .\
1 7 %
2z ) /
// g = /
n* Cgs 3 i n*
L \
* Field . e
IIomplant Cosm T p~ Substrate Lov © T Cyosw
1
_

Fig. 4.11 A cross-section of an n-channel MOS transistor showing the small signal capacitances.
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<
w\

Fig. 4.12 The high-frequency model for MOS fransistors in the active region.

where A, is the area of the source junction, Py is the effective perimeter of the source junction, and Cj; and
C,.sw are the per-unit-area and per-unit-length capacitances formed underneath and around the side-walls of the
source junction region. The effective area used for the source junction in (4.112) has the channel area added (i.e.
WL) as the source junction and the channel are electrically connected with low impedance. The equation for the
drain-bulk capacitance is similar.

Cdb = Aded + Pde_SW (4113)

The effective drain junction does not include the area of the channel (i.e. WL ). Both C;s and Cj4 are inversely propor-
tional to /1 + Vgg o pg/ @,. This accounts for the increase in depletion region thickness with increasing reverse bias on
the source and drain body junctions. Since Vpg > Vg in active mode, C;y will be slightly less than Cj.

4.2.2 Common-Source Amplifier

A common-source amplifier is shown in Fig. 4.13. It is here driven by a voltage source Vv;, with source resistance
R., although this may of course be the Thevenin equivalent of a input current source having the same source

Q, |—<>—|E Q,

Ibias

Fig. 4.13 A common-source amplifier.
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S Vi ng1

AN | y y o Vout
ae
Vin @ Vos ——"98T g 1Vger % R, Co —

Fig. 4.14 A small-signal model for high-frequency analysis of the common-source amplifier.

resistance. It is assumed that the bias voltage of the input signal is such that both Q, and Q, are in the active
region. Based on this assumption, a small-signal equivalent circuit for high-frequency analysis of the common-
source amplifier of Fig. 4.13 is shown in Fig. 4.14. Here, Cy, is the gate-to-source capacitance of Q, and Cgyq,
is the gate-to-drain capacitance of Q,. Note that it has been assumed that the output capacitance of the input signal
source can be ignored. The capacitance C, is made up of the parallel connection of the drain-to-bulk capacitances
of Q, and Q,, the gate-drain capacitance of Q,, and the load capacitance C,.

C, = Cupi + Cypa + Cgar + C. (4.114)

Similarly, R, is the parallel combination of rys, and rg,, both small-signal resistances between the output node
and small-signal ground.

R: = Taallfas (4.115)

The frequency response of the small-signal circuit may be obtained by nodal analysis. To avoid making cir-
cuit equation errors, a consistent methodology should be maintained when writing nodal equations. Here, the first
term is always the node at which the currents are being summed. Multiplying this node voltage is the sum of all
admittances connected to the node. The next negative terms are the adjacent node voltages with each being
multiplied by the connecting admittance. The last terms are any current sources with a positive sign being used if
the current sources flow out of the node. Thus, the nodal equation at v, is

Vi(Gs+SCysi + 5Cyq1) = VinGs = VoutSCyqar = 0 (4.116)
where G, = 1/R;°. Also, at the output node, we have

Vout(Gy + 8Cyy + 8C,) —v;SCyqy + gmiVy = 0 (4.117)
where we have used vV, = Vg,. From (4.117), we have

[G,+8(Cgai + Cy)]
t
_gml + Sng]

(4.118)

Vi = Vo

Substituting (4.118) into (4.116) gives

v [GZ + S(ngl + Cz)][Gs + S(Cgsl + ngl)]
out -
—Om + sngl

VoutSngl = VinGs (4119)

5. Whenever a variable is designated Gi;, it is implicitly assumed that it is an admittance and that G; = 1/R;, where R; is the
resistance of the same component.
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which implies

{GSGZ + S[GZ(Cgsl + ngl) + Gs(ngl + C2) + ngngl]}
out

+ 8?[(Cgs1 + Cga1)(Cqar + C2) = Ciu1 ] (4.120)
= _VinGs(gml - Sng])
Continuing, we have
_gmlRZ(l _SQL[“)
A(s) = Tou = o (4.121)
Vin 1+sa+s?
where
a= I:{s[(:gsl + (:gdl(1 + gmlRZ)] + RZ(ngl + CZ) (4122)
and
b = RsR,(Cg41Cysi + Cysi Gy + Cyai Cy) (4.123)

This result may seem surprisingly complex for a single-transistor circuit, but several important features are
revealed by careful consideration of (4.121) — (4.123).
The low frequency gain is obtained by substituting s = 0 into (4.121) and is, as expected,

Ay = —-gmR; (4.124)

Assuming the poles are real and widely separated with ®,, « ®,,, the denominator can be expressed as

D(s) = (1+i)(1+i) 1488 (4.125)

Wy ®py ®p1 Op 1 Wpy

Equating the coefficients of (4.125) with those of the denominator of (4.121), we have

o = L = ! (4.126)
a Rs[Cgsl + ng](l +OmR)]+ RZ(ngl + Cz)
Wpy = ! (4.127)
0, b

Substituting (4.123) and (4.126) into (4.127), we have

®pr = 9mi Coo: (4.128)
Cgslcgdl + Cgslcz + nglcz

Finally, at high frequencies the zero can be important.

o, = —Sm (4.129)

ngl

Intuitively, the zero is caused because at high frequencies Cgyq, shorts the gate and drain of Q, together, providing
a direct path from the amplifier’s input to output. Hence, as frequency increases beyond |®,], the circuit appears to
have one less node and one less pole. As a result the roll-off in magnitude response provided by the poles is stifled
and the slope of |A(®)|q4p increases by +20 dB/decade. Because the sign of ®, is negative, the zero is in the right
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half-plane and therefore causes phase lag rather than phase lead. This is important when compensating CMOS

opamps having common-source stages.

Since ®,; « ®,,, ®,, a dominant-pole approximation may be applied for frequencies ® « ®,,, ®,,

AGs) = —Do_ _ —9nPR, (4.130)
1+5 1 +8{R:[Cqs1 + Cgai(1 + gmiR2)] + R2(Cyqai + C1)}
®p)

and the 3-dB bandwidth is approximately the dominant pole frequency.

® 8 = O = ! (4.131)
Rs[Cgsl + ngl(l +gmR)]+ RZ(ngl +Cy)
For the special case where the load capacitance and therefore C, is large, we have
1

Wy = —— 4.132
" = RC. (4.132)

ng] Imi
Wpy = = (4.133)

Cgsl + ngl CZ

Note that both w,, and ®, are proportional to the transistor’s transconductance
Om1; having a large transconductance is important in minimizing the detrimental
effects of the second pole and the zero by pushing them to higher frequencies.

The high-frequency analysis of the common-source amplifier illustrates the
critical importance of utilizing approximations in analog circuits, both to expedite
analysis and to build intuition. The next two subsections present the two most
important approximations invoked for the high-frequency analysis of analog cir-
cuits, and apply them to the common-source amplifier.

4.2.3 Miller Theorem and Miller Effect

Key Point: The frequency-
response of the common-
source amplifier has 2
poles and 1 zero. The com-
plexity of the analysis illus-
trates the importance of
making approximations
and simplifications in the
high-frequency analysis of
analog circuits.

The most commonly presented method for analyzing common-source amplifiers to determine their —3dB fre-
quency is based on the Miller theorem. This theorem states that the two circuits shown in Fig. 4.15 are equivalent

if Y, and Y, are chosen appropriately. Specifically, if
Yi(s) = Y)(1+A)
and

Yy(s) = Y(s)(l + i}

then the current through Y, is

I, = Y,(s)V,
= Y(s)(1+ AV,
= Y(s)(V,+AV)
= Y(s)(V,-V>)
= |

(4.134)

(4.135)
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Y
(a) —
v, ! V, = AV,
—_ — _A -
Il
(b) Vi ) V, = —AV,
_ _ L
||¢ ¢ I,
v, Y,

Fig. 4.15 The Miller theorem states that circuit (a) and (b) are equivalent assuming Y, and Y, are
chosen appropriately.
and the current through Y, is
I, = Yy(s)V,
Y1+ i) v,

Y(S)(VZ + %‘vz)

Y(s)(V.-V))

Hence, in both circuits the currents leaving nodes V, and V, through the impedance branches are the same, so all
nodal equations are identical and analysis of the two circuits will produce the same results.

EXAMPLE 4.8

What is the input impedance of an ideal voltage amplifier with gain —A and a capacitor C connecting the input
and output?
Solution

This is a straightforward application of Miller Theorem to the case where Y(s) = 1/sC. Additional insight is gained
by recognizing that any capacitance C may be represented by two capacitors in series, as shown in Fig. 4.16.
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v, v, v, Vs v,
o—{|— — o] { I
| [
c C, = (1+A)C C, = (1+i)0

Fig. 4.16 Equivalence of a capacitance C and two series capacitors, C, and C,.

C, = (1+AC (4.136)
1 (4.137)
C,=(1+=]C
(1+4)

This is true for any constant A since

(1+A)C-(l+i)C (A+2+i)C2

(1+A)C+(1+i)C (A+2+i>C

CC: _
C +GC,

When C is split into C, and C, as shown in Fig. 4.16, a new (fictitious) node is created at V, whose poten-
tial is a simple voltage division between V, and V,.

4.1
Vo= Vi =2 v.-v)) (159
C, +C,
In this case, C is connected around an ideal voltage amplifier with gain —A, so V, = —AV,. Substituting
this, along with (4.136) and (4.137) into (4.138) gives the interesting result,
(1 + i) C
Vo=V + (=AV,-V))

(1 +A)C+(l+i)C

(1 + l)(A+ HC
V, - A . V=0
(1 +A)C+(1 +;)C

Hence, choosing C, and C, as in (4.136) and (4.137) provides a perfect voltage-division ratio to ensure that the
node V, remains at zero potential (i.e. ground) at all times. The equivalency is illustrated in Fig. 4.17. A similar pro-
cedure may be applied to any complex admittance Y (S), providing an alternate proof of the Miller Theorem.

Clearly, the input impedance Z;, is the capacitance C, = (1 + A)C, a much larger value than the actual
capacitor C when the gain |A| is large. This amplification of C by the gain of an inverting amplifier is called the
Miller effect, and C is the Miller capacitor.

Intuitively, the Miller effect may be understood as follows. When the voltage at the amplifier input changes
by AV,, the voltage across the Miller capacitor changes by (1 + A)AV,. Thus, whatever source is driving V,
must deliver a charge (1 + A)AV,C to the Miller capacitor—the same charge that would be required by a
grounded capacitor with the much larger value (1 + A)C.
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C C, = (1+A)C cz=k1+;)c

} _l_

V, v, V,

1
s(1+A)C

Vv,

Fig. 4.17 The application of the Miller theorem to a capacitance across an ideal voltage amplifier

results in a large effective input capacitance.

Key Point: When a capacitor
connects the input and output
of a high-gain inverting ampli-

such amplifier S qnd, henc,e’ is the Miller theorem is difficult.
useful for obtaining a quick

estimate of bandwidth.

cation is based on noting that the low-frequency gain between v, and v, is

The power of the Miller theorem is that it greatly simplifies the analysis
for the dominant pole of a circuit having a capacitor between the input and out-
put of an inverting high-gain amplifier, as we shall see. However, the Miller
fier, it appears much larger at | theorem is not used when estimating the second pole of amplifiers. At frequen-
the input than it really is. This | cies where capacitive loading at node V,, which is responsible for the second
Miller effect is often responsi- pole, becomes appreciable, the gain between nodes V, and V, starts to
ble for the dominant pole of decrease. Hence, |A(w)| may no longer be assumed constant and application of

The Miller theorem can be used to simplify the analysis of the small-signal
circuit of Fig. 4.14. The simplified circuit is shown in Fig. 4.18. This simplifi-

Yo _ _A = _g..R, (4.139)
Vi
The admittance Y bridging v, and V. is Y(S) = SCgyq;. Therefore, we have
Yi(8) = 8Cyqi(1 + A) = 8Cyq (1 + gmiRy) (4.140)
R. Vi Vout
M ? ? o
Vin + Cgsl Om1Vgsi
SR - R: — ¢
2
Coar(1+gmRy) ngl(l + 1 )

Fig. 4.18 A simplified small-signal model for the common-source amplifier applying the
Miller theorem.
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and

Yo(s) = scgd](l +%) - ngdl(l +ngR) (4.141)

It is now evident that the transfer function from v;, to v, has a low-frequency pole which certainly dominates over
any others because of the large capacitance there.

Vi) = —1 (4.142)
Vin 1+ —=—
®p)
where
®p1 = 1 (4.143)
Rs[Cgsl + ngl(1 + gmlRZ)]
The estimate for the —3dB frequency of the circuit is then given by
M358 = Op = ! (4.144)

I:{s[(:gsl + ngl(1 + gmlRZ)]

This is in agreement with the result obtained by nodal analysis in (4.131) except that terms related to the output
node, R,(Cgyq, + C,), are here ignored. Because the size of Cgyq, is effectively multiplied by one plus the gain of
the amplifier, the importance of having Cyq, small is obvious.

As a final note regarding the Miller theorem, this technique of realizing a large grounded capacitor by placing
a smaller capacitor between the input and output of a high-gain inverting amplifier may be used to effectively real-
ize large grounded on-chip capacitors.

4.2.4 Zero-Value Time-Constant Analysis

The most common and powerful technique for the high-frequency analysis of complex circuits is the zero-value
time-constant analysis technique [Gray, 2009]. It is very powerful in estimating a circuit’s bandwidth with mini-
mal complication and also in determining which nodes are most important and need to have their associated time-
constants minimized. Generally, the approach is to calculate a time-constant for each capacitor in the circuit by
assuming all other capacitors are zero, then sum all the time constants to provide a single overall time constant.
Beginning with the small-signal equivalent circuit, the procedure is as follows.

a. Set all independent sources to zero. That is, make all voltage sources into

. . . Key Point: The method
short circuits and all current sources into open circuits.

of zero-value time-

b. For each capacitor Cy in turn, with all other capacitors taken to be zero (mak- | constants estimates the
ing them open circuits), find a corresponding time-constant. To do this, replace | dominant pole and, hence,
the capacitor in question with a voltage source, and then calculate the resis- | bandwidth of
tance “seen by that capacitor,” R, by taking the ratio of the voltage source to complgx circuits by
the current flowing from it. Note that in this analysis step, there are no capaci- analyzing several simpler
tors in the circuit. The corresponding time-constant is then simply the capacitor circuits at dc.
multiplied by the resistance it sees: T, = RCy.
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¢. The -3dB frequency for the complete circuit is approximated by one over the sum of the individual capacitor
time-constants.®

O = —— 1 (4.145)

ZTK ZRka

This procedure is best understood by way of example.

EXAMPLE 4.9

Perform a zero-value time-constant analysis on the common-source amplifier.

Solution

Begin with the small-signal equivalent circuit in Fig. 4.14. Set v;, = 0. There are three capacitances in the circuit:
Cgs1, C,, and Cyq). We shall consider each in turn.

To compute the time-constant for Cyg), set C, = 0 and Cyy; = 0 making them open circuits. Then replace
Cgs1 with a test voltage source, Vv, . The resulting small-signal circuit, shown in Fig. 4.19(a), must then be ana-
lyzed to find R, = v,/i,. The analysis is trivial, yielding R, = R, and the first time constant,

T, = RiCqys (4.146)

For the capacitor C,, open-circuit both Cgs, and Cgyq, and apply a test voltage v, at the output resulting in

the small-signal circuit in Fig. 4.19(). Note that there is no current in R so that Vs, = 0 and gpVgs, = 0. The
result follows straightforwardly:

1, = R,G, (4.147)

The analysis for Cgyq, is slightly more involved. The circuit of Fig. 4.19(c) can be redrawn as shown there. In
this transformation, the reference or “ground” node was changed. (Which node is called “ground” is arbitrary in
an analysis.) Also, the direction and sign of the voltage-controlled current-source were changed. The perceptive
reader might notice that the resulting circuit is essentially the same as that used previously to find the output resis-
tance of a source-degenerated current-source. We have

v, = 3R (4.148)
A nodal equation at v; gives
v;G,-v,Gy = gmiVy—i5 = 0 (4.149)
Substituting (4.148) into (4.149) and solving for v;/i; gives
R, = ‘f = R.(1+gmR,)+R, (4.150)
3
Hence, the final time constant is
73 = [Rs(1 + gmR2) + Ry1Cqa: - (4.151)
Taking the —3dB frequency as the inverse of the sum of the time constants results in,
®_ 398 = !
R:Cysi + R,C, + [Rs(ll +9mRy) + Ry1C, 4.152)

Rs[Cgsl + ngl(l +0miR)1+ R,[C, + ngl]

6. This procedure exactly calculates the coefficient of the “s” term in the denominator, b, in (4.3). The approximation is in assuming
that higher-order terms in the denominator and any zeros can be ignored around the —3dB frequency so that the denominator is approx-
imately (1 + b,S) and the —3dB frequency is approximately 1/D.



(@)

(b)

(c)

4.2 Frequency Response of Elementary Transistor Circuits

175

%

2 Im1Vgst
Rs
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Fig. 4.19 Analysis of a common-source amplifier by the method of zero-value time constants. The
complete small-signal schematic appears in Fig. 4.14. (a) The simplified small-signal schematic for
determining the zero-value time-constant of Cg,. (b) Simplified small-signal schematic for determin-
ing the zero-value time-constant of C,. (c) Two equivalent small-signal schematics for determining
the zero-value time-constant of Cy,.

The bandwidth estimate in (4.152) is exactly the same as (4.131), which was obtained by performing a nodal
analysis of the complete circuit and then applying a dominant-pole approximation.

7. This equality is not surprising since (4.131) is predicated on the exact same assumptions that are the basis of the zero-value time-con-
stant method. That is, that the transfer function zeros are negligible and a linear approximation may be made for the denominator:
l+bs+...+b,s" = 1+Db;s.
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If the load capacitance is very large, the time constant at the output, t,, dominates and (4.152) reduces to

1
R2C2

(4.153)

®_3q8 =

However, often in analog integrated circuits, the first term in the denominator of (4.152) dominates, yielding
the same expression obtained by applying the Miller Theorem and neglecting the output node:

W_34 = ! (4154)

Rs[Cgsl + ngl(1 + A)]

where A = g,,;R, is the magnitude of the low-frequency gain.

EXAMPLE 4.10

Assume all transistors have W/L = 100pum/1.6um in Fig. 4.13, and use the transistor parameters listed in
Table 1.5 for the 0.8-um CMOS technology in Table 1.5. Also assume that ly,s = 100pA, Ry = 180kQ,
C,. = 03pF, Cg, = 0.2pF, Gy, = 0.015pF, Cy,, = 20fF, Cyy, = 22fF, and Cy,, = 36fF. Estimate the —
3dB frequency of the common-source amplifier of Fig. 4.13.

Solution
We have
R, = rgaill fass = 77kQ (4.155)
and
C, = CL+Cgp + Cypr + Cye, = 0.38pF (4.156)

The terms involving R, namely R[Cgysi + Cgai(1 + A)], are equal to 0.26ps. The terms involving R,, namely
R,(Cgya) + C,) are equal to 0.03pus. The -3dB frequency (in hertz) is approximately.

1 1
21Rin[Cyei + Cgai (1 + gmiR2)] + Ry(Cyar + Cy)
550 kHz (4.157)

fige =

4.2.5 Common-Source Design Examples

When parasitic MOS capacitances limit the high-frequency response of an amplifier, its bandwidth can be
improved by sizing the offending transistor(s) as small as possible. For a fixed current, this implies that the device
will exhibit a relatively high value of V. However, operation under very high values of V. is generally avoided
since it requires higher dc voltage drops to appear across the transistors to keep them in active mode, and also
causes mobility degradation which can decrease amplifier gain.
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EXAMPLE 4.11

We are to design the common source amplifier in Fig. 4.13 to provide a gain of 20 while driving a capacitive load
of C_ = 100 fF with maximal bandwidth. The transistor parameters are those listed in Table 1.5 for the 0.18-um
CMOS technology. The input source resistance is R = 40 kQ and the supply voltage is 1.8 V. The ideal current
source |y, sinks 50 pA and the total power consumption is to be less than 1 mW.

Solution

An approximate expression for the bandwidth ®_;4g is given in (4.152). In this exam- -
. . . . . SPICE! Try sim-

ple, the load capacitance is modest and the source resistance high, so the Miller effect ulating this

is likely to be the major limitation in the amplifier’s bandwidth. To maximize ®_;4 design using the

we wish to minimize the Miller capacitance Cqq, = C,,; which requires us to use a provided netlist.

small device width, W,. As we saw in Chapter 1, this implies relatively large values

of V1. However, to avoid mobility degradation (which would make it difficult to obtain the targeted gain), we

restrict ourselves to a maximum effective gate-source voltage of

Ve, = Lo ~30mv

20 2.1.7V"

If we ensure that L, « L, then rye, » rgs; so that R, = ry, in (4.124). Hence, the dc gain Ay = —Qm Fgs; 1S
approximately equal to the intrinsic gain of Q,,

21, 1 2L,

- o (4.158)
Veff,l 7\‘|D1 7\4L1Veff,l

Ao = —Omifast = —

where we have made a coarse approximation in assuming rys; = 1/Alp = 1/Alp. Substituting the value
AL, = 0.08 pm/V from Table 1.5 along with Vo, = 300 mV and |A,| = 20 into (4.158) allows us to solve
for the device length.

L, = |AJALVeq, = (20/2)-0.08 um/V- 03V = 0.24 um

Note that increasing the drain current while maintaining Vo, = 300 mV will increase g, and reduce rys,
roughly in proportion resulting in approximately the same gain but a smaller R, in the denominator of ®_3qg in
(4.152). Hence, bandwidth is maximized by using all of the available current. In this case, for a total power con-
sumption of 1 mW and reserving lpi,s = 50 wA of current for the biasing transistor Qs,

oy = LW 50 4A = 500 pA
1.8V

From the desired drain current, gate length, and V., we may compute the required gate width

1 W
lp, = EunCOxL_llviff,l

2oL, 2-500 pA-0.24 um

=W, =
ColVar: 270 pA/V(0.3 V)

= 10 pm
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To ensure L, » L,, we take L, = 3L, = 0.72 pm. Since they have the same drain currents, the width of Q, may
be conveniently taken 3 times that of Q,, although this is not critical.
W, =3-10 um = 30 um
Finally, Q; is sized to provide the desired current ratio in the current mirror formed with Q,.
L; = L, = 0.72 um

W, = WZ.(M) = 3 um
500 pA

When the Miller effect is dominant, as in Example 4.11, the amplifier bandwidth is maximized by taking a
small device width and high V for common-source transistor Q,. However, large device widths and small val-
ues of V. are preferable when a large load capacitance causes the output time constant to dominate.

EXAMPLE 4.12

We wish to design the common source amplifier in Fig. 4.13 with minimal power consumption while providing a
3-dB bandwidth of 5 MHz and a gain of at least 20 using the transistor parameters listed in Table 1.5 for the 0.18-
pm CMOS technology with C, = 10 pF and R, = 1 kQ. The ideal current source ;55 is 50 pA.

Solution

In this case, the load capacitance is large and the source resistance lower than in Example 4.11. The out-

put time constant will dominate. ’9
®_3q8 = 1/(Tgs1||Fus.2)Cu = 275 - 10° rad/sec (4.159)

Substituting the fixed C, = 10 pF into (4.159) yields,

(rds,1||rds,2) = 32kQ
Note that (rys | | lgs.2) = 1/1p(A; + A,). To minimize | and, hence, power consumption we require large A, and
A, which in turn demands small L, and L,. Therefore, we use the minimum possible in this CMOS process.

L, =L, =0.18 pm
Using the values for AL from Table 1.5,
A= Ay = (0.08 um/V)/0.18 um = 0.44 V"'

From this, the required drain current is found.

lp = —— = 350 pA

lgs

The result has been rounded to the nearest integer multiple of the bias current, 50 pA, in order to simplify the cur-
rent mirror design. To meet the gain requirement,

2 12 1
Ve (M + 1)l Veiri (M +21s)

= Ve < 2 = 114 mV

200044 V' + 044 V"

IAol = gmi(Fas1]|las2) = 20
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For some margin, we take Vo, = 100 mV and the resulting transistor width is
W, = 2lp,L, _ 2355 pA-0.18 um = 47um
UColVar: 270 pA/VZ(0.1 V)

The width of Q, may be chosen the same, W, = 47 pm and the size of Q; chosen to provide the correct current
ratio in the current mirror formed by Q, and Q;:

(W5/L5) _ S0 pA
(W,/L,) 350 pA
=L; =018 um and W; = 6.7 um

Note that the gain of the amplifier in Example 4.12 is maximized by increasing W, to operate Q, near subthreshold.

4.2.6 Common-Gate Amplifier

The frequency response of the common-gate stage is usually superior to that of the common-source stage for two rea-
sons. First, there is no Miller Capacitance coupling from the input node to the high-gain output node. Second, assum-
ing R, is not considerably larger than ry, the common-gate stage exhibits a low input resistance at the source node.
The small-signal circuit of a common-gate amplifier being driven by a small signal Norton-equivalent input current
source, l;,, is shown in Fig. 4.20. All parasitic capacitances between the drain and small-signal ground have been com-
bined into C, and the body-effect may be included by an additional transconductane g in parallel with g,,,. We will
use the technique of zero-value time-constant analysis to estimate the bandwidth of this amplifier.

First we will estimate the time-constant associated with Cys by analysis of the circuit in Fig. 4.21 where the
input source and all other capacitances have been set equal to zero. The capacitor Cs is connected between the
source and small-signal ground and may, therefore, include Cg,,. The small-signal resistance seen by it is simply
the resistance seen at the source, R, = r;,||Rs. The input resistance of the common-gate amplifier was previously
shown to be

_| L 4 L 4 O Vout
= N , e
Coo [ =% GmVes fe | R
I’in f Vs - -
[
lin ? Rs C,=Cup+C.+ ng

Fig. 420 The high-frequency small-signal model for a common-gate amplifier.
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Fig. 4.21 A simplified small-signal model for computing the time-constant of Cg,.

o = (14 3) (4.160)

gm lgs

Under the assumption that R, is not too much bigger than ry, we have

1 1
R, = r'inHRs = _HRS = — (4.161)
Thus, the time-constant associated with Cyq is
Cgs
T = (M [[R)Cge = =2 (4.162)
Om

This assumes r;, « R, but in the event this assumption is not justified, the time constant would be smaller and
therefore less important.

Consider next the resistance seen-by C, with all other capacitances set to zero. Once again this capacitor is
grounded. The resistance seen by it is

R, = Rull g (4.163)
where ry, is the resistance looking into the drain with source-degeneration resistor Rg in place. From our previous

analysis of the output impedance of a source-degenerated current source at low frequencies, we know this resis-
tance is given by

Fai = fas(1 +9mRs) (4.164)

Often, this impedance will be much greater than R, in which case R, = R, and

© = (Rillrg)C; = RC, (4.165)
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The —-3dB frequency will be approximately given by 1/(t, + 1,). Note the
absence of any time constants having capacitive terms effectively multiplied
by the low-frequency gain of the amplifier unlike the common-source stage.
Whereas in the common-source amplifier Cyq appears between two nodes
related by a large negative gain, in the common-gate amplifier Cgy is
grounded so there is no Miller effect. This results in significantly superior
high-frequency operation.

In the next section we will see that by combining a common-gate stage
with a common-source stage, even further improvements are achieved. This
combination mitigates the Miller effect, like the common-gate stage, but has
the high input impedance of the common-source stage.

4.3 CASCODE GAIN STAGE

Key Point: All small-signal
capacitances in the common-
gate amplifier are (small-signal)
grounded. Hence there is no
Miller effect and it can provide
high-frequency performance
superior to that of the common-
source amplifier, although with
much lower input resistance.

We next consider the frequency response of the cascode amplifiers shown in Fig. 4.22. Comparing the telescopic
cascode of Fig. 4.22(a) and the folded cascode of Fig. 4.22(b), we see that the folded-cascode amplifier suffers
from smaller carrier mobility in the common gate transistor Q,. This results in a lower transconductance, g, @
larger time-constant associated with Cgs, , as seen in (4.162), and generally lower bandwidth.

Recall that a major reason for the popularity of cascode stages is that they can have quite large gain for a
single stage due to the large impedances at the output. Normally this high gain is obtained without any degrada-
tion in speed, or sometimes with an improvement in speed. If, on the other hand, the current source at the output
node has a modest or low output resistance (typical when they are realized with just a simple resistor) the cas-
code stage can provide improved bandwidth without any degradation in gain, or sometimes a small improve-

ment in gain.

RS

Vin O—'\/\/—|
Rs

é 0 Vout
Vhias 0—[,, Q. == C, Vin oAAN—]
Q

(a)

Ibias é Ibias1
%1

Q,
| O Vbias
—O Vout
Ibiasz ! CL
(b)

Fig. 4.22 (a) A telescopic cascode amplifier and (b) a folded-cascode amplifier.
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gm2V32
ng1 ) Cout R.

Fig. 4.23 The small-signal model of the cascode gain stage.

The exact high-frequency analysis of a cascode gain stage is usually left to

Key Point: The cascode gain . . . .
simulation on a computer, however an approximate analysis based on zero-

stage uses a common-gate

transistor Q2 to reduce the value time-constants is not too complicated. As before, in the zero-value time-
Vg variations on a common- constant analysis all independent sources are set to zero (i.e. here, Vv;, is set to 0
source transistor Qq. The volts) and each capacitor is considered in turn with all other capacitors set to

T esulf is high output resistance | zero, The corresponding time-constants are found and labeled t,. Then the
providing p ot.entzall)_/ high gain -3dB frequency, ®_sqp, is estimated to be one over the sum of all the time-
a reduced Miller effect, and . . . L. . L.

: constants. This technique gives some insight into the relative importance of
reduced short-channel effects. o o
However, the available output each capacitor in determining the overall -3dB frequency.
voltage swing is reduced. The small-signal model being analyzed is shown in Fig. 4.23 where the
total capacitance at the output node, C,, is the parallel combination of
Cgaz + Cypa, the load capacitance C,, and the output capacitance of the bias

current source, Cpas.

Cou = ngz + Cypy + CL + Cpias (4.166)

All capacitances at the source of Q, are combined into
Csz = Cdbl + Csbz + Cgsz (4167)

The resistance seen by C,,, is the amplifier’s output resistance, R,,;. Hence, the output time-constant is
Tout = RoutCout = (ra2l|RL)Cout (4.168)
The resistance seen by Cgs, is R and the corresponding time-constant is simply
Tgs1 = Cgs1Rs (4.169)
The resistance seen by Cs, is the parallel combination of r;,, defined in (3.51) and ry,.
Os2 = 1/Ts3 = Qinz + Jasi (4.170)
Hence, its time constant is

Ce

—s2 (4.171)
gin2+ gdsl

Tsr = (Min2lIfes1)Csa =
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The calculation of the time-constant corresponding to Cg4, is more involved, but identical to that performed
for Cgyq, in the common-source amplifier in Example 4.10. The result is given by (4.151) where R, is the total
resistance at the drain of Q,, in this case given by ri||Fgsi-

ngl = {Rs[l + gml(rin2||rdsl)] + (rinZHrdsl)}ngl

(4.172)
= F{s[1 + gml(rinZHrdsl)]ngl

The approximation in (4.172) assumes g, R.» 1. Since the low-frequency gain from vy, to Vg, is
—Gmi(Fin2||Fas1), you may recognize this time constant as a manifestation of the Miller effect. Notice that Cgyg, is
multiplied by one minus the low-frequency gain between the two nodes it bridges, as illustrated in Fig. 4.24. If R,

is large, say on the order of a transistor output impedance rys, and lyi,s has an output impedance on the order of
Omlas , then this time-constant is approximately given by

Imds

; (4.173)

ngl ~ ngl

which is almost as large as the corresponding time-constant for a common-source amplifie—a fact not well
known.
The sum of the time-constants is then given by

Tiotal = Tout T Tgs1 + Ts2 + Tgai
% (Imafasi Mas2l|R) Cout + Cger Rs + (4.174)
+(rin2||rdsl)Csz + Rs[l + gml(rinZHrdsl)]ngl

The -3 dB frequency is estimated to be one over this time-constant (i.e. ®_3;gz = 1/ Tiotal )-

EXAMPLE 4.13

Estimate the —3dB frequency of the cascode amplifier of Fig. 4.22(a). Assume that the current source l,;,s has a
high output impedance, on the order of R, = g,,,r4,. Further assume that for all transistors, g, = 1 mA/V,

I02 I02
—hi. £ —hy.

V82 oO—¢ V82 o—

R |_0 ; rdsl V. R V(g; ; r'ds.l

0

[1 _(VSZ/Vgl)]ngl —_
= [1 + gml(rinZHrdsl)]ngl —_—

Fig. 424 The Miller effect for the calculation of the zero-value time-constant 1,4, in a cascode
amplifier.
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res = 100kQ, Cys = 02 pF, Cyq = 15 1F, Cgy, = 40 {F, and Cg4, = 20 fF. The other component values are
RS ISOkQ,CL= SpF,and Cbias = 20 fF.

Solution

The time-constants associated with each capacitor are evaluated and summed to form the bandwidth estimate.
First note that

Cs2 = Cdbl + Csbz + Cgs2 = 0.26 pF

(4.175)
Cout = ngz + Cde + C|_ + Cbias = 5.055 pF
It was shown in Section 3.7 that when |,;,s has high output resistance, r;,, = 4. Hence, we have
Tgs1 = RsCgsi = 36 ns
erS
Tgd1 = gTngdl = 75ns
(4.176)

r
Iszszsz = 13 ns

Toutz(gmr?jsngmr?js)cout =253 us

An estimate of the —3dB bandwidth is obtained by taking the inverse of the sum of all time constants in
(4.176),

©sas = 1 = 21 x 6.3 kHz (4.177)

Tgsl + ngl + Tso + Tout

When used to provide a large low-frequency gain, the cascode amplifier must be biased by a high-quality
current source, ly,s Whose output resistance is on the order of R, = g,,,'%,. In that case, the overall gain is

1 5 1(9m)?
Ay~ —=Qnles = ——| = 4.178
v 29 d 2(gd) ( )

and the output resistance is

Rout = Ril[ra:~ -9 ré (4.179)

m

N =

When designed for large output resistance like this, and especially when there is a large load capacitance C,_,
the output time constant t,, expressed in (4.168) will generally dominate over all others. We can substitute
Rout gmrzs/ 2 into (4.168) to obtain a rough estimate of this time constant,

Tout ® GnlasCou/2 (4.180)
and the —3dB frequency is approximately equal to its inverse,
2 2
Op = = = —— 208 (4.181)

Tout RoutCout ngout
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EXAMPLE 4.14

Reconsider Example 4.13, but this time neglect all time constants other than the output time constant.

Solution

Using (4.181) to obtain a bandwidth estimate yields an almost identical result to that obtained in (4.177) consider-
ing all time-constants.

s = 1/Tou = 27 % 6.3 kHz (4.182)

This is not surprising since the large load capacitance C_ = 5pF ensures that the time-constant at the output
node dominates. Looking at (4.176), the second most important time-constant is t4q; Whose value is almost 3
orders of magnitude smaller than t,,. Hence, its effect on the —3dB frequency is negligible.

When one pole dominates, as in Example 4.14, we can reasonably model the amplifier frequency response
over a wide frequency range using a dominant pole approximation,

A

AS) = —r
(S) 1+ (S/(D—f&dB)

(4.183)

When the cascode amplifier is part of a feedback loop, we shall see that the frequency band of operation is primar-
ily at frequencies substantially larger than ®_;4g . In this range, the (S/®_34g) term will dominate in the denomi-
nator and using (4.178) and (4.181), the frequency response is approximated by

AGs) = —Dv  ~ _Om (4.184)
S/OJ,3dB SCL

1

The approximations of (4.181) and (4.184) are quite good unless either the source impedance or source capaci-
tance is very large.
The dominant pole estimated in (4.181) is due to the parallel combination of the load capacitance, C_, and
large output resistance, Roy =~ (gml4s)/2. A more accurate analysis would reveal two other poles:
®;, due to the parallel combination of R and total capacitance at vg,, which includes a Miller capacitance
* s, due to the parallel combination of C, and the impedance at v,
Both depend, in no small measure, on the admittance looking up into the source of of Q,, Y,,,, depicted in
Fig. 4.25. This admittance can be found by making use of (3.51) where R, is replaced by R, || (1/sC.). Such a
substitution results in
Y. , = Om2 + 92 + s>
Oas2RL
1+ SRLCL
( 1+sR.C, (4.185)
= Om2
1 +sR.C, + gus: R
1+ SRLCL )
m2\ — — -
Jus2RL + sR.C,

1+

I
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] e CL ((D » l/rdSCL)

e Yin2 = gmz _T_
Veo ©
°_||: Q —=0Cy

Fig. 4.25 A large load capacitance leads fo a reduced impedance (increased admittance) look-
ing info the source of Q,. This, in furn, ameliorates the Miller effect at the input, and increases the
frequency of the pole due to Cs,.

At frequencies where ® » 1/(rgsC,), the terms in S dominate and Y;,, = gm.. Intuitively, this is because at such
frequencies the load capacitor effectively shorts the output to ground, and we therefore see only a small-signal
resistance 1/Q, looking into the source of Q,, as illustrated in Fig. 4.25.

Since the high-frequency impedance at the node V¢, has been reduced to 1/gn,, the gain from v, to Vs, at
these frequencies is roughly just -9,/ 9 = —1. Hence, the effective Miller capacitance at the input is only 2Cq),
resulting in an input pole of

1

~ 1 (4.186)
I:{S(Cgsl + 2ngl)

Win

The approximate frequency of the pole due to the parallel combination of Cg, and the impedance at v, is then
simply given by

Im2
W, = == 4.187
=G ( )

When the source resistance, Rg, is small (for example, when the cascode stage is driven by an opamp circuit),
i, » W, and the second pole of a cascode amplifier is approximately given by (4.187).
It is very easy to derive a upper bound on ®g,. From (4.167) we see that

Co>Cyes = %(WL)COX (4.188)

For a folded-cascode amplifier with PMOS Q,,

Om2 = upCox(% Vi (4.189)
L7,
For the NMOS telescopic-cascode amplifier replace p, for p, in (4.189). Substituting (4.188) and (4.189) into
(4.187) gives the approximate frequency of the second pole.

< upCox(W/L)zvem - 3Hpveﬁ2 (4190)

(2/3)(WL),C, 213

s2
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When enclosed in a feedback loop, we shall see that stability demands the unity
gain frequer}cy of an amplifier be restricted to less thgn the fr.equency (?f its second Jrequency of any feedback
pole. Equation (4.190) shows that for cascode amplifiers with a dominant output amplifier that uses a cas-
pole, the second pole frequency is relatively independent of that actual design once | code gain stage with a
V. is chosen which is usually determined by maximum voltage swing require- | dominant output pole is
ments. Hence, this equation is an upper-limit on the unity-gain frequency of any | limited by the unity-gain
feedback amplifier that uses a cascode gain stage. Note the very strong dependance | /7 equency of the cascode
on the channel length, L,. Finally, you may recognize (4.190) as nothing more than [ 747107, Q.

the intrinsic speed (unity-gain frequency) of the cascode-transistor, Q,.

we < 27fr (4.191)

Key Point: The unity-gain

EXAMPLE 4.15

Estimate the upper-bound on the frequency of the second-pole of a folded-cascode amplifier with a large load
capacitance for a 0.18 um technology where a typical value of 0.25V is chosen for V ,.

Solution

Normally, a minimum length of a cascode transistor in an analog circuit might be 25% to 50% larger than the min-
imum length of transistors used in digital circuits. Therefore, assuming L, = 1.5-0.18um = 0.27um, and using
i, = 0.0082 m*/Vs and V5 = 0.25V in (4.190) gives

©py <422x10°rad = 27 - 6.7GHz

In most practical opamp designs, the unity-gain frequency of a typical design might be limited to around one-
quarter the frequency of the upper-bound established by (4.190) due to the uncertainty and temperature depen-
dence of the variables there, or in this case around 1.5 GHz. For a NMOS telescopic-cascode amplifier, the upper-
bound would be 2-4 times higher due to the higher mobility of electrons compared to holes.

4.4 SOURCE-FOLLOWER AMPLIFIER

The high-frequency analysis of source-follower amplifiers is somewhat involved. It will be shown that these types
of amplifiers can have complex poles and thus a designer should be careful that the circuit does not exhibit too
much overshoot and ringing. Also shown is a compensation circuit that will result in only real axis poles and
therefore no overshoot and ringing.

We shall find the frequency response of the source follower for the common situation in integrated circuits
where the source may be modeled by its Norton equivalent circuit and the load is purely capacitive as shown in
Fig. 4.26. The small-signal model for this circuit, including the parasitic capacitances, is shown in Fig. 4.27.

———O Vout

I —_— C Fig. 4.26 The configuration used to

bias L

— — — | analyze the frequency response of
— the source follower.
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||
! L
. + =
lin j— Cin — VgS1 f Fds1
Rin CgS1 - gm1Vgs1 gs1vs1

— — & O Vout

Fig. 4.27 An equivalent small-signal model for the source-follower.

Capacitor C, includes both the load capacitor, C,, and the parasitic capacitor Cgp,,. Similar to what was done at
low-frequencies, Iy, I'4s2, and the voltage-controlled current source modelling the body-effect current-source can
be modelled by a single resistor. This allows us to analyze the simplified small-signal model shown in Fig. 4.28
where again Rg, = ryg, || Tds2 || ( 1/gs)) and the input capacitance is given by C'i, = Cj, + Cyqy.

Nodal analysis is possible, but it is very complicated for this example. The analysis will proceed in three
steps. First, the gain from Vg, to vV, will be found. Next, the admittance, Y, looking into the gate of Q,, but not
taking into account Cgq,, will be found. This will be used to find the gain from i;, to V4. Finally, the overall gain
from v;, to Vo, will be found and the results interpreted.

The nodal equation at v, is

Vout(SCs + SCgsl + Gsl) - VngCgsl - gml(vg] - Vout) =0 (4192)
Solving for V,,/ Vg, we have
Vout - sCgsl + gml (4193)
Vgl S(Cgsl + CS) + gml + Gsl

Y

N

gl
+ =
, gs1
C'in Cgs1 - Im1Vgst
o Vout
Rs1 %

V

in

Fig. 4.28 A simplified equivalent small-signal model for the source-follower.

C'in = Cin + ngl

—_ C,
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The next step is to calculate the admittance, Y 4, looking into the gate of Q,, but not taking into account the current
going into Cgyq,. The input current is given by

igl = (Vgl_vout)scgsl (4194)

Using (4.193) to eliminate V,,; in (4.194) and solving for Y4 = ig;/ Vg, we have

Yy = da o SCesi(8Cer G (4.195)
Vgi S(Cgs1 + Cs) + gmi + Gy
Also, an equation can be written relating the input current, i;,, to the gate voltage, Vv, as
iin = Vi (8C'i+ Gin + Yy) (4.196)
Substituting (4.195) into (4.196) and rearranging gives
Vg _ S(Cgsi + Cs) + 9mi + G, (4.197)

iin a+sb+ s’
where

a= Gin(gml + Gsl)
b = Gin(Cgsl + Cs) + C'in(gml + Gsl) + Cgs]Gsl (4198)
Cc = Cgslcs + C'in(Cgsl + Cs)
Using (4.193) and (4.197), we then have
8Cysi + Omi

A(s) = Yout - Srae * Imi (4.199)
fin a+sb+s’c

Thus, we see that the transfer-function is second-order. Specifically, it has two poles (roots of the denominator)
which may be either real or complex-conjugate. If they are complex-conjugate, then the step response of the cir-
cuit will exhibit over-shoot and possibly ringing, as described in Section 4.1.5. This potential problem is a disad-
vantage when using source-followers.
To determine if the transfer function will exhibit ringing, (4.199) can be written in the form
N(s)
s .8
®,Q }

A(s) = A(0) (4.200)

1+

where @, and Q can be found by equating the coefficients of (4.200) to the coefficients of (4.199). As in Section 4.1.3,
parameter ®, is the resonant frequency and parameter Q is the Q-factor. It is well known that if Q < /1,/2 ~ 0.707,
then the magnitude of the transfer-function will have its maximum at dc and there will be no peaking (assuming the zero
is at a very-high frequency and therefore has negligible effect). Furthermore, for Q = ./1/2, the —3dB frequency is
equal to ®,. When the time-domain response is investigated, restrictions on the Q-factor can also be found to guarantee
no overshoot for a step input. Specifically, for there to be no overshoot in the step-response, it is necessary that both
poles be real which is equivalent to the requirement that Q < 0.5. In the case where Q > 0.5, the percentage overshoot
of the output voltage can be shown to be given by

T

% overshoot = 100e '@ (4.201)
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For the source-follower, equating the coefficients of (4.200) to the coefficients of (4.199) and solving for ®, and
Q results in

@, = /\/ Gin(gmi + Gs1) (4.202)
Cgslos + C'in(Cgsl + CS)

Q - A/Gin(gml + Gsl)[cgslcs + C'in(Cgsl + Cs)]

(4.203)
GinCs + C'in(gml + Gsl) + Cgslel

If Q is less than 0.5, the poles will be real and distinct. Although this Q equation is rather complex, it is interest-
ing to note that if C, and/or C';, becomes large (i.e. a large load and/or input capacitor), then Q becomes small
and there will be no overshoot (though the circuit will be slow). For example, one possibility is that the load is
purely capacitive and very large so that G, « g and Cg/gmi » Rin(Cgs, + Ci') . In this case, it may be shown
that Q « 0.5 and, from (4.72), we have a dominant pole at

01 = Quy = Cinl G + Gat) = m (4.204)

G‘inCs + C'in(gml + Gsl) + CgSIGSl B Cs

Hence, the bandwidth is determined mainly by the zero-value time constant corresponding to the load capacitance Cs.
If Q is greater than 0.5, the poles will be complex-conjugate and the circuit will exhibit overshoot. For exam-
ple, when C';, and G, become small® then the circuit will have a large Q (i.e., large ringing) when G, becomes
small and C, =~ Cg,. Fortunately, the parasitic capacitances and output impedances in practical microcircuits typi-
cally result in only moderate overshoot for worst-case conditions.
Finally, note also that the numerator zero of the transfer-function is on the negative real-axis at a frequency
given by

Imi
—, = ~9mL (4.205)
Cgsl

and is typically at a much higher frequency than ®, .

EXAMPLE 4.16

Using the parameters in Example 3.4, and also assuming R;, = 18 kQ, C, = 0.2 pF, and C;, = 10 fF, find o,
Q and the frequency of the zero for the source-follower of Fig. 4.26.

Solution

From Example 3.4 we know g, = 0.735 mA/V, rg; = 25 kQ, rgs, = 25 kQ, and g5; = 0.1 mA/V. More-
over, we can estimate the parasitics as follows:

Cgsl = %WLCOX+ WLovCox

2 ) (4.206)
= §(2 pm)(0.2 pm)(8.5 fF/um”) + (2 pm)(0.35 {fF/pm)

= 3.0 fF

8. G, becomes small when the transistor’s source is connected to its body terminal which eliminates the body effect.
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Cgai = WLo,Cox = (2 um)(0.35 fF/um) = 0.7 fF

Cep = (2 pm)(0.5 fF/um) = 1 fF
Thus, we have
Cin = Cin+Cyq, = 10.7 fF
Gsi = g1 + Jusi + Jgs2 = 0.18 mA/V

Ci=C.+Cg, = 02pF

and so we can find o, as

®y = /\/ Gin(gml + Gsl)
Cgslos + C'in(Cgsl + CS)

= (4.27x10°rad/s = 2n x 680 MHz)

- '\/Gin(gm] + Gs])[Cgles + C'in(Cgsl + Cs)]

GinCs + C'in(gml + Gsl) + Cgslel
= 0.554
This results in an overshoot for a step input given by

T

JaQ? -1

% overshoot = 100e = 0.13%

The zero frequency is found using (4.205) to be 39 GHz and thus it can almost certainly be ignored.
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(4.207)

(4.208)

(4.209)
(4.210)

4.211)

(4.212)

(4.213)

(4.214)

When complex conjugate poles occur, they can be eliminated by adding a compensation network. To see this,

note that (4.195) can be rewritten as

-R,-—
sC,

where

_ Cgsl(ngml_Cgslel) ~ gmngslcs

" (Gmi +Ge)(Cye1 #Co) (Gt + Ge1)(Cosy + Co)

 (Ceu+C'  _ (Cau+Cyy
- Cgsl(ngml_Cgslel) - Cgs]ngml
c. . CwC

Cyei + Cs

1

(4.215)

(4.216)
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O
1 -C1 pu—

Y, G,
LA~z

Fig. 4.29 A circuit having the same admittance as the —=
input impedance looking into the gate of a source-follower
(ignoring Cqyq

Key Point: Source follower circuits can
exhibit large amounts of overshoot and
ringing under certain conditions. When

overshoot. When the poles are complex,
then increase the load and/or input capac-

itor or, alternatively, add the compensat- given in (4.216). In this case (4.197) becomes

ing network shown in Fig. 4.30. Vg _ 1
G s(C s Sl
Cgei + G
and (4.199) becomes
(1 + SCJS—])
A(S) - VLUt - Rin gml ) gml
fin Imi + G (1 " _5’.)(1 + E)
P P
where
Gin ~ Gin
. CeiCL Ciw+C
C'in+ sl ™ML in t gsl
Cgi +CL

* !
| Cc, == o0 Vou
in J—
Rin Cin R I C
1 L
= Ibias |

Fig. 4.30 Adding a compensation network (C, and R, ) to compensate for the negative
components of the admittance looking into the gate of the source-follower.

and the approximation is due to the fact that typically C,
Om > Gg;. This is the same admittance as the circuit shown in
Fig. 4.29. Thus, the input admittance is same as a capacitor in paral-
designing source-followers, the recom- lel with a series combination of a negative capacitor and a negative
mended procedure is to check to see if the | resistor. If a third network consisting of a capacitor of size C, and a
poles are complex using either (4.203) or | resistor of size R,, in series, was connected to the gate of the source-
a SPICE transient analysis to look for follower as shown in Fig. 4.30, then the negative elements would be
cancelled. The resulting input admittance would then simply be C, as

> Cys, and

(4.217)

(4.218)

(4.219)
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_ 9mi + G ~ Omi + G,
Cgs + CL B CL

P, (4.220)

The approximation is accurate when C » Cgq,. Irrespective of the approximation, the poles are now guaranteed
real and no overshoot will occur.

EXAMPLE 4.17

Using the same parameters as in Example 4.16, find the compensation network and the resulting first and second
poles of the source follower of Fig. 4.26.

Solution
Using (4.216), we have
| = Im Coei G = 2371F (4.221)
(gml + Gsl)(Cgsl + CS)
and
2
R, = Caa*C)” | 530 (4.222)
Cgslcsgml

The capacitor is a small but reasonable value to be realized on chip. The resistor could be realized by a MOS
transistor biased in the triode (i.e., linear) region. Assuming the compensation network is used, the poles of the
transfer function would then become

b= — O _ 55y 239GH? (4.223)
Cgsl + ngl
and
p, = 9m*Csi _ 5o 072GHZ (4.224)
Cys +C,

Finally, it should be mentioned here that if the source-follower buffer is intended to be used in an opamp (and
thus feedback will be placed around the buffer), and if the resonant frequency of the source-follower is substan-
tially greater than the unity-gain frequency of the amplifier, then the overshoot can be tolerated and no compensa-
tion network is necessary.

4.5 DIFFERENTIAL PAIR
4.5.1 High-Frequency T Model

Similar to low-frequency analysis, there exists a T model for high-frequency modelling that sometimes results in
simpler analyses and greater insight, especially when the gain is not large. Consider the small-signal T model for a
MOSFET shown in Fig. 4.31. The T model significantly simplifies the analysis of differential-pair-based amplifi-
ers especially when the transistor output resistors can be ignored.
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Fig. 4.31 A high-frequency T model for a
MOSFET in the active region with the —

* O Vq
gmvgs
Cy —— #
OsVs ;
ds §
- s |
=L L+
Cgs p— gm VQS
Vs
o Csb V'

body terminal at small-signal ground.

4.5.2 Symmetric Differential Ampilifier

A symmetric differential amplifier with resistive loads is shown in Fig. 4.32. A small-signal model of this ampli-
fier using the T-model is shown in Fig. 4.33. Here we have ignored both the transistor drain-source resistances in

order to simplify the circuit.

Key Point: The analysis of
a symmetric differential pair
may be simplified to that of
the half-circuit, which is
simply a common-source
amplifier.

Assuming that the transistors are matched, then the circuit is perfectly sym-
metric. If one also assumes that vi, = —V;,, then based on the symmetry, the node
voltage v will never change similar to if it was connected to a small-signal
ground. Indeed, if the node vy was connected to a small-signal ground, then circuit
will operate identically. This allows one to ignore Cg,, and Cg,, (not included in
Fig. 4.33) and simplify the analysis to that of the half-circuit which is identical to
the common-source amplifier studied previously. Given this equivalence, and

RD RD

VOUt VOUt

Vi o—/NH[; Q Q, HV—0 Vi

Rs * Rs

bias

Fig. 4.32 A symmetric MOS differential

amplifier.
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Vout

g

Cdb]; Cop <J'> mi Vee! <J'> L CW;CM

gszgsz

+ __Cgsl Cgsz__ + RS
VQSI 5 lsg — b rsz% Vgsz
- - Fig. 4.33 The small-signal model
of the symmetric differential
A amplifier of Fig. 4.32.

assuming the time constant associated with Cgy, is negligible, one can immediately estimate the amplifier band-
width.

®_3q = ! (4.225)

RS[Cgsl + ngl(l + gmlRZ)]

4.5.3 Single-Ended Differential Amplifier

Consider next the frequency response of the single-ended output differential amplifier shown in Fig. 4.34. Before
we analyze this amplifier for its frequency response, note that this configuration can be considered a two-stage
amplifier comprising an source follower followed by a common-gate stage. The small-signal model for this ampli-
fier is shown in Fig. 4.34(b). Note both the similarities and the differences of the circuits shown in Fig. 4.33 and
Fig. 4.34(b). The differences, though they appear minor result in a significantly larger bandwidth (and approxi-
mately half the gain).

Before starting the analysis, note that between the gate of Q, and ground are two similar networks, namely
rs; in parallel with Cgg,, and ry, in parallel with Cgg,. If we assume the bias current |, is split equally between
Q, and Q,, we may simplify the circuit into the equivalent small-signal model shown in Fig. 4.35. This simplifi-
cation assumes the transistor parameters are matched which allows one to drop the subscripts. Next notice that the
left-most dependant current source is proportional to the voltage across it; this makes it equivalent to a negative
resistor (given the direction of the current source) of size —2/g,,. We can simplify the circuit even more by noting
that the negative resistance —2/g,, perfectly cancels out the parallel resistance 2rs = 2/g,,. The final simplified
circuit is now shown in Fig. 4.36. The transfer function is now easily found almost by inspection to be

H(s) = (4.226)

(1 + SRS(%iS + ngl))(l +8Cy4,Rp)
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Rp =

V, T
Vin O—\/\/\—| Q, Q, l__l__ O Vout
RS * - gmlvgsl
Cosr == <J,> <‘|,> — Cu
| RS gmzvgsz
bias
Vin O—AN
L
+ Cgsl Cgsz + =
Vgsi § e, —— B rszé Ve
Vs
(@ (b)

Fig. 4.34 A differential pair with single-ended output: (a) complete circuit; (b) small-signal
equivalent.

The first pole frequency due to the time constant at the gate of Q, is given by

Op = ——— (4.227)

RS(%E + ngl)

Note that there is no Miller-multiplication term (i.e., 1 + A,) multiplying the capacitance Cgyq,. For this reason,
the compound stage is must faster than a common-source stage, although it has similar gain.

4.5.4 Differential Pair with Active Load

We next consider the high-frequency analysis of a MOS differential pair with an active current-mirror load.
Described first in Section 3.8 and shown in Fig. 3.19, this stage is often used as the input to a classic two-stage

Vgi
Vin O—\/\/\ 4 \ d O Vout
2 Is gq_s ng] v v ngz
2 gm_g_l gm_ﬂ —1 R
2 2 1 D

Fig. 4.35 A simplified and equivalent small-signal model of the amplifier of Fig. 4.34.
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R; vy,
Vip O—ANM—————— $—0O Vou
— gmb —_ngz R

Fig. 4.36 A further simplified small-signal model of the amplifier of Fig. 4.34.

+
V.
n gm1"n% Mout

Fig. 4.37 A small-signal model for the differential-input amplifier.

T
1

out

z

operational amplifier circuit. In that case, it drives a significant capacitive load, C,. Assuming that load is domi-
nant, we can easily modify the low-frequency small-signal analysis of this circuit performed in Section 3.8 by
substituting ro,; with Z,,

You = g1 Zous (4.228)

Vin

A, =

where Zo = fou Il 1/(sC.). Thus, for this differential stage, the very simple model shown in Fig. 4.37 is com-
monly used. This model implicitly assumes that only the capacitance at the output node is significant and the par-
asitic capacitances at the node at the sources of Q,, and the node at the gates of Q; , may be ignored. This
assumption is usually justified, because the small-signal resistance at the output node, r,,;, is much larger than the
small-signal resistances at the other nodes which are generally = 1/g,,. Also, the capacitance at the output node,
C., is usually larger than the parasitic capacitances at the other nodes. Hence, the time-constant associated with
the other capacitances will be much smaller than the time-constant associated with C, and the —3dB bandwidth is
well approximated by

Oy = —— = ! (4.229)

routCL (Fas2 Il Tasa)Co

However, when high-frequency effects are important (which may be the case when compensating an opamp to
guarantee stability), then this assumption may not be justified.

4.6 KEY POINTS

® The transfer functions in analog circuits throughout this text: a) are rational with m < n b) have real-valued
coefficients, @;and b; ¢) have poles and zeros that are either real or appear in complex-conjugate pairs. Further-
more, if the system is stable, d) all denominator coefficients b; > O e) the real part of all poles will be negative.
[p. 145]
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® When a linear circuit is excited with a sinusoid, the output will be a sinusoid at the same frequency. Its magni-
tude will equal to the input magnitude multiplied by the magnitude response |H(w;,)l. The phase difference
between the output and input sinusoids will equal the phase response ZH(w;,). Magnitude responses are often
expressed in units of decibels, 20log, ,|H(w)! dB. [p. 146]

* For a first-order lowpass transfer function with dc gain Ayg>>1, the unity gain frequency is ®=Aym_sqg and
ZA(0,)=90°. [p. 154]

® Transfer functions with only real-valued poles and numerator order zero have monotonically decreasing magni-
tude and phase response plots with each pole contributing an additional —20 dB/decade slope in the magnitude
response, and an additional —90° phase shift. [p. 157]

® When a circuit has one or more capacitors with relatively very large value, one may consider those capacitors
short-circuited to see how the circuit behaves at higher frequencies. Similarly, when one or more capacitors
have relatively very small value, the circuit may be considered with those capacitors open-circuited to under-
stand its operation at lower frequencies. [p. 161]

® The frequency-response of the common-source amplifier has 2 poles and 1 zero. The complexity of the analysis
illustrates the importance of making approximations and simplifications in the high-frequency analysis of ana-
log circuits. [p. 169]

®* When a capacitor connects the input and output of a high-gain inverting amplifier, it appears much larger at the
input than it really is. This Miller effect is often responsible for the dominant pole of such amplifiers and, hence,
is useful for obtaining a quick estimate of bandwidth. [p. 172]

® The method of zero-value time-constants estimates the dominant pole and, hence, bandwidth of complex cir-
cuits by analyzing several simpler circuits at dc. [p. 173]

® All small-signal capacitances in the common-gate amplifier are (small-signal) grounded. Hence there is no
Miller effect and it can provide high-frequency performance superior to that of the common-source amplifier,
although with much lower input resistance. [p. 181]

® The cascode gain stage uses a common-gate transistor Q, to reduce the Vg variations on a common-source
transistor Q4. The result is high output resistance providing potentially high gain, a reduced Miller effect, and
reduced short-channel effects. However, the available output voltage swing is reduced. [p. 182]

® The unity-gain frequency of any feedback amplifier that uses a cascode gain stage with a dominant output pole
is limited by the unity-gain frequency of the cascode transistor, Q,. [p. 187]

® Source follower circuits can exhibit large amounts of overshoot and ringing under certain conditions. When
designing source-followers, the recommended procedure is to check to see if the poles are complex using either
(4.203) or a SPICE transient analysis to look for overshoot. When the poles are complex, then increase the load
and/or input capacitor or, alternatively, add the compensating network shown in Fig. 4.30. [p. 192]

® The analysis of a symmetric differential pair may be simplified to that of the half-circuit, which is simply a com-
mon-source amplifier. [p. 194]
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4.8 Problems

4.8 PROBLEMS

4.8.1 Section 4.1: Frequency Response of Linear Systems

4.1 Express the following voltage gains in decibels:

a A =42V/NV
b. A, = 03 V/V
c. A, = -1500 V/V

4.2 A linear system has a transfer function

H(s) = S

s’ +5s+50
a. Sketch a Bode plot of H(s).

b. What is the maximum gain |H(®)| expressed in dB? At what frequency does it occur?
4.3 Consider the CR network in Fig. P4.3 with R = 2 kQ and

199

= 15 pF. .
C p Vip o— ° Vout
a. Write the transfer function V,,(S)/Vin(S). R
b. Sketch the step response of the circuit.
4.4 Two linear systems, H,(S) and H,(S) are connected in series so = Fig. P4.3
that the output of H,(S) is connected to the input of H,(S). Their
respective Bode plots are sketched in Fig. P4.4.
IHi ()]s IHx(0)]gs
A
A
80dB
20dB \
10dB
40dB
0dB o)
2 4 6 8
ZHyo) a 10 10 10 10
0dB > .
10° 10° 90° N
ZHi(0) A 0° ,J N )
o ® N\
0 > ~90° N
-90 v
-180°
Fig. P4.4

a. Sketch the bode plot of the combined system, H,(S) - Hx(S).
b. Estimate all of the pole and zero locations.

4.5 For the second-order system H,(S) whose Bode plot is sketched in Fig. P4.4, how long does it take for the step

response to settle within 1% of its final value?
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4.6 InFig. P4.6, C, = 30 pF and C, = 100 fF. Draw an approximately- c
equivalent circuit for low-medium frequencies. At what frequency does V ! V
this approximate circuit cease to be valid? Compare the transfer func- in | | l out
tions, Bode plots, and step responses of the approximate and exact cir- C,
cuits. R

4.7 Write a second-order lowpass transfer function with a dc gain of 12 dB, a
Q -factor of 0.2, and w, = 27 - 3 MHz. Fig. P4.6
a. What are the pole locations of this transfer function?
b. Sketch a Bode plot of the transfer function.
¢. How long will it take for the step response to settle within 5% of its final value?

4.8 Write a second-order lowpass transfer function with a dc gain of 23 dB, a Q -factor of 2, and
®, = 2n-20 MHz.
a. What are the pole locations of this transfer function?

b. How much overshoot does the step response exhibit? How long will it take to settle within 1% of its final value?

4.8.2 Section 4.2: Frequency Response of Elementary Transistor Circuits

4.9 Estimate the bandwidth of the common-source amplifier in Example 4.11.
4.10 Find the zero-value time constants of the common-source amplifier in Example 4.12. Confirm that the output time-
constant dominates the amplifier’s bandwidth.
4.11 Consider the source-degenerated common-source amplifier shown in Fig.
P4.11 neglecting the transistor parasitic capacitances.
a. Draw an equivalent small-signal circuit at dc. What is the dc small-signal R,
gain, V,/V;?
b. Draw an equivalent small-signal circuit at frequencies high enough that Cg

may be considered a short circuit. What is the small-signal gain V,/V; at Vi o—]
these frequencies?

¢. Make a sketch of the magnitude response |V,/V|| versus frequency
covering the range of frequencies analyzed in parts (a) and (b) above. R, I C,

Fig. P4.11

4.12 Consider the common source amplifier in Fig. P4.12
driving a capacitive load of C, = 0.5 pF. Assume
L = L, and the gate dc bias voltage Vg is set to Io
keep Q; in saturation. What current |5 and device
width W' are required to maximize the small-signal dc
gain |V,/Vi| while maintaining a 3-dB bandwidth ofat ~ Vg +V; o— Q, I c.

Vo+V0

least 10 MHz?

a. Use the NMOS device parameters for the
0.18- pm CMOS process in Table 1.5. Fig. P4.12

b. Use the NMOS device parameters for the 45-nm
CMOS process in Table 1.5.

Compare your results with SPICE.
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4.13 Again consider the common source amplifier in Fig. P4.12, this time driving a load capacitance of
C.L = 0.4 pF. What is the minimum current |y required to achieve a 3-dB bandwidth of 3 MHz using
the 0.35-pum CMOS process in Table 1.5? Compare your result with SPICE.

4.14 The common source amplifier in Fig. P4.14 drives a

load capacitance of G, = 25 pF. What is the maxi-
mum unity-gain frequency achievable with
Ip = 0.8 mA? Ve+Vvi o—[* q,

a. Use the device parameters for the 0.18-pm CMOS
process in Table 1.5.

b. Use the device parameters for the 45-nm CMOS lo I C.
process in Table 1.5.

V0+V0

Compare your results with SPICE.

4.15 A current source with a purely capacitive source Fig. P4.14
impedance Z; = 1/(sC;) drives a NMOS
common-gate amplifier. Select the common-gate tran-
sistor size W/L so that the input time constant is 1 ns with minimal bias drain current |, when C; = 5 pF.
Use the device parameters for the 45-nm CMOS process in Table 1.5.

4.16 A common-gate amplifier is to be designed to have an input resistance r;, = 50 Q using the 0.35-pm CMOS
process in Table 1.5. and |, = 2 mA. Select W/L of the common-gate transistor to minimize the resulting
input time constant. Estimate the input time constant.

4.17 The circuit in Fig. P4.17 is referred to as an “active inductor.”

a. Find an expression for the small-signal input impedance as a
function of frequency in terms of the circuit parameters R, C, g,
etc. assuming C » Cgyq, Cqp. |

b. Over what range of frequencies is Z;, well modeled by an inductor? c
¢. What is the value of the effective inductance in terms of the circuit —
parameters? R
[ o —w
Fig. P4.17 i

4.18 Find and expression for the small-signal frequency response | |
(iout/iin)(®) for the simple NMOS current mirror shown in I+ 11 | lout + iout
Fig. P4.18. Find a simplified approximate expression for the 3-dB ¢ 1 I ¢
bandwidth of the current mirror assuming: l |

a. the load capacitor C_ is very large; J_
b. the load capacitor C, is zero. Q, Q, :I: C.
4.8.3 Section 4.3: Cascode Gain Stage " Fig.Pais

4.19 For the telescopic cascode amplifier in Fig. 4.22(a), lpias = 300 LA and both devices are sized with
(W/L) = 10 pum/0.18 pum . Select the dc bias voltage at V;, and Vy;,s to maximize the output swing
available at V,,; while keeping Q, and Q, in active mode. Use the transistor parameters for the 0.18-pum CMOS
process in Table 1.5.
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4.20 Consider the folded cascode amplifier in Fig. 4.22(b) with lpjas; = 400 pA, lpias; = 150 pA and both devices
sized (W/L) = 10 um/0.18 um . The dc bias voltage Vy;,s = 0.8 V. What is the maximum voltage that can
appear at V,,; so that Q, remains in active mode? Use the transistor parameters for the 0.18-um CMOS process
in Table 1.5.

4.21 The folded cascode amplifier in Fig. 4.22(b) has 9y = Om2 = 0.5 mA/V and Ve, = Veq, = 0.2 V. Deter-
mine lpiae; and lpias,. Determine the transistor widths assuming L = L, in each of the following cases:

a. Using the 0.35-pum CMOS device parameters in Table 1.5.
b. Using the 0.18-pum CMOS device parameters in Table 1.5.

4.22 The telescopic cascode amplifier in Fig. 4.22(a) has lyi,s = 400 pA and both devices are sized with
(W/L) = 20 um/0.18 pm. The bias voltages are selected to keep Q, and Q, in active mode. The load capac-
itance is C, = 6 pF. Estimate the dc gain and circuit bandwidth using the transistor parameters for the 0.18-pum
CMOS process in Table 1.5.

4.23 You are to design an amplifier to provide a gain of 8 using the 0.35-um CMOS process in Table 1.5. The input

voltage source resistance is 50 kQ and the load is 4 kQ. Assume the supply voltage is 3 V and the power
consumption is to be 12 mW.

a. If a NMOS common-source amplifier is used, what W /L will maximize the bandwidth? Estimate the
bandwidth.

b. If a NMOS telescopic cascode amplifier is used, and assuming (W/L), = (W/L),, size the transistors to
maximize bandwidth. Estimate the resulting bandwidth and compare it to the result in part (a).

¢. Repeat part (b), but this time design a PMOS cascode amplifier. How does your bandwidth estimate compare to
that of part (b)?

4.8.4 Section 4.4: Source-Follower Amplifier

4.24 Perform a zero-value time constant analysis on the common-source amplifier in Fig. 4.28. What are the required
conditions for the time constant associated with C to be dominant? Provide an approximate expression for the
bandwidth in this case.

4.25 The source-follower shown in Fig. 4.26 has |, = 1.5 mA, R, = 5kQ, C;, = 30 fF, a load capaci-
tance of C, = 8 pF and (W/L) = (100 um/0.35 pm) . Estimate the bandwidth using the 0.35-um ‘o

CMOS device parameters in Table 1.5. Compare your result with SPICE. How does this compare with the
bandwidth that would be obtained if C_ were driven directly with the source whose internal resistance is

Ri.?
4.26 A source-follower is to be designed to drive a load capacitance of C. = 4 pF with 500 MHz bandwidth using the
0.18-um CMOS process described in Table 1.5. What is the minimum value of lp,s if
a. Vg = 150 mV?
b. Ve = 250 mV?
c. Select the corresponding device size (W /L) in each case.

4.8.5 Section 4.5: Differential Pair

4.27 Consider the amplifier in Fig. 4.32 with lp,s = 300 pA, (W/L),, = 12 pm/0.2 um, and Rg = 10 kQ.
Select Rp to provide a gain of 3 and estimate the resulting amplifier bandwidth using the
0.18-um CMOS device parameters in Table 1.5.

4.28 Repeat Problem 4.27, but this time add load capacitances of C, = 6 pF between Vg, and ground and between
V.t and ground.



4.29
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De