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It has long been predicted that there would soon be little need for analog circuitry because the world increasingly
relies on digital signals, yet the need for good analog circuit design remains strong. Many applications have
indeed replaced analog circuitry with their digital counterparts (such as digital audio). However, when digitizing
physical signals, analog-to-digital and digital-to-analog converters are always needed, together with their associ-
ated anti-aliasing and reconstruction filters. In addition, new applications continue to appear; their requirements
demand the use of high-performance analog front ends, such as digital communication over wireline and wireless
channels and microsensor interfaces. Also, as integrated circuits integrate more functionality, it is much more
likely that at least some portion of a modern integrated circuit will include analog circuitry to interface to the real
world. Moreover, the continued scaling of digital circuits has led to the emergence of new problems that require
analog solutions, such as on-chip power management and the generation of stable clock signals. Although it may
constitute only a small portion of total chip area, analog circuitry is often the limiting factor on overall system per-
formance and the most difficult part of the IC to design. As a result, a strong industrial need for analog circuit
designers continues. The purpose of this book is to help develop excellent analog circuit designers by presenting a
concise treatment of the wide array of knowledge required by an integrated circuit designer. 

This book strives to quash the notion that the design and test of high-performance analog circuits are “mys-
tical arts.” Whereas digital design is relatively systematic, analog design appears to be much more based upon
intuition and experience. Analog testing may sometimes seem to depend more upon the time of day and phase of
the moon than on concrete electrical properties. But these thoughts about analog circuits usually occur when one
is not familiar with the many fundamentals required to create high-performance analog circuits. This book helps
to take the mystery out of analog integrated circuit design. Although many circuits and techniques are described,
the most important design principles are emphasized throughout this book. Physical and intuitive explanations
are given, and although mathematical quantitative analyses of many circuits have necessarily been presented,
one must not miss seeing the forest for the trees. In other words, this book attempts to present the critical under-
lying concepts without becoming entangled in tedious and overcomplicated circuit analyses.

NEW TO THIS EDITION

This, the second edition of Analog Integrated Circuit Design, has new material to make it more accessible to beginners in
the field while retaining the depth, detail, and intuitive approach that made the first edition a favorite reference among expe-
rienced designers. Two new chapters have been added early in the text: Chapter 4, dedicated to the frequency response of
analog integrated circuits, provides a review of frequency-domain analysis and single-stage amplifier response; Chapter 5
covers the basic theory of feedback amplifiers. The conventional categorization and dissection of feedback amplifiers
according to their topology is by and large forgone in favor of an intuitive, practical, yet analytical approach that is based on
the practices of experienced analog designers. These new chapters make the second edition well-suited to the teaching of
analog integrated circuit design at both the undergraduate and graduate levels, while still allowing it to serve as a compre-
hensive reference for practicing engineers.

The first edition of Analog Integrated Circuit Design was written roughly 15 years before the second, and
the field changed considerably in the intervening years necessitating significant updates to reflect advances in
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vi Preface

technology and engineering practice. For example, material on CMOS integrated circuit device modeling,
processing, and layout in Chapters 1 and 2 has been updated and expanded to cover effects that are of tremen-
dous importance to analog designers using modern fabrication technologies. New and expanded topics include
modeling MOS subthreshold operation and mobility degradation in Chapter 1, and proximity effects and mis-
match both covered under the subheading “Variability” in Chapter 2. Also in Chapter 1, the increasingly
important role of simulation in the early phases of analog design is reflected by relating MOS parameters to
the results of practical simulations. Simulation examples have been added throughout the text, particularly in
the early chapters. Circuits and architectures whose fundamental importance have emerged over the past
decade have been added such as voltage regulators (in Chapter 7) and the 1.5-bit-per-stage pipelined A/D con-
verter (in Chapter 17). New circuit topologies specifically suited to low-voltage operation are presented, such
as a low-voltage bandgap reference circuit in Chapter 7. Nonlinearity and dynamic range are now presented in
Chapter 9 alongside noise, highlighting their fundamental interrelationship. New study problems have been
added throughout the text and numerical examples have been updated to reflect the realities of modern fabri-
cation technologies.

This edition has also been updated to accommodate today’s varying pedagogical approaches toward the teaching of
bipolar devices and circuits. Material on bipolar devices and circuits, which was scattered over several chapters of the first
edition, has been combined into Chapter 8 of this edition. The reorganization permits undergraduate-level instructors and
readers to either incorporate or omit the material at their discretion. In the later chapters, readers are assumed to have experi-
ence with analog design, hence bipolar and BiCMOS circuits are presented alongside CMOS circuits, as in the first edition.

Finally, Chapter 19 on phase-locked loops (PLLs) has been rewritten. When the first edition was released, it was
one of the first analog circuit texts to elucidate the design of integrated circuit PLLs. Today, fully-integrated PLLs have
become a basic building block of both analog and mostly-digital integrated circuits. As such, the material has become
standard fare at the graduate level, and increasingly at the undergraduate level too. Chapter 19 now provides a thorough
treatment of jitter and phase noise, major performance metrics in the design of modern PLLs and clocked systems.

INTENDED AUDIENCE

This book is intended for use as a senior-undergraduate and graduate-level textbook, and as a reference for practicing
engineers. To appreciate the material in this book, it is expected that the reader has had at least one basic introductory
course in electronics. Specifically, the reader should be familiar with the concept of small-signal analysis and have been
exposed to basic transistor circuits. In addition, the reader should be have been exposed to Fourier and Laplace trans-
forms. Some prior knowledge of discrete-time signal processing is important for the later chapters. Although all of these
topics are reviewed, background in these areas will benefit the reader significantly.

The chapters of this book have intentionally been made mostly independent so that some chapters can be cov-
ered while others are skipped. Also, it has been found to be very easy to change the order of presentation. For
example, if readers have a good modelling background they might skip Chapter 1, and if their discrete-time
knowledge is good Chapter 13 might he assigned only as review. We believe that such flexibility is essential in
presenting textbooks for the later years of study.

The material in this book can be used for a few courses. A second undergraduate course in electronics typi-
cally has frequency response and feedback, as its major topics. For such a course, Chapters 1, 3, 4 and 5 may be
assigned. Some advanced modeling from Chapter 1 may be omitted and replaced with selected topics from Chap-
ters 2 and 6 at the instructor’s discretion. A senior-level undergraduate course in analog integrated circuits assigns
Chapters 1, 2, 6, and 7, with Chapters 3–5 serving as a useful reference for those students requiring extra review.
Chapter 8 may be included in any course that covers bipolar processing and devices.

A senior undergraduate or entry-level graduate course on analog signal processing may use Chapters 9–14.
A graduate-level course on data converters will focus upon Chapters 15–18, drawing upon the earlier chapters as

fpref.fm  Page vi  Thursday, October 20, 2011  8:55 AM
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needed for supplementary material. Finally, Chapter 19 may be used for a graduate level course on phase locked
loops. Naturally there is considerable variability in the specific readings assigned by different instructors, partic-
ularly at the graduate level. This variability is recognized in the basic organization of the book.

A secondary audience for this book includes recently graduated electrical engineers who wish to rapidly
increase their knowledge of modern analog circuit design techniques. In fact, much of the material covered in this
text was originally taught and refined over many years in popular short courses offered to working engineers who
realized the importance of upgrading their knowledge in analog circuit design. For this audience, we have put
effort into highlighting the most important considerations when designing the various circuits. We have also tried
to include modern, well-designed examples and references to primary sources for further study.

TEXT OUTLINE

Analog integrated circuits are critical blocks that permeate complex electronic systems. Analog circuits inevitably
arise whenever those systems must interact with the analog world of sensors or actuators (including antennas,
cameras, microphones, speakers, displays, lighting, motors, and many others), and when they must communicate
using anything but the most rudimentary digital signals. A typical system is illustrated in the figure. The blocks
covered in some detail in this text are highlighted, and the corresponding chapters referenced. Chapters describing
the design of amplifiers, and all chapters not explicitly referenced in the figure, are foundational and relevant to
the implementation of many analog and mixed-signal systems. The table of contents provides a catalog of the
book’s main topics. What follows here is a very brief summary of each chapter.

In Chapter 1, the basic physical behavior and modelling of diodes, MOS transistors, and integrated circuit
capacitors and resistors are covered. Here, many of the modelling equations are derived to give the reader some
appreciation of model parameters and how they are affected by processes parameters. Diode and MOSFET mod-
els are summarized in a table format for quick reference.

In Chapter 2, issues associated with the manufacturing of an integrated circuit are discussed. Emphasis is
placed on CMOS fabrication. In addition to the provided background, issues that are of particular importance to
analog designers are emphasized, such as variability (including random mismatch) layout rules and best practices.

Amplifiers
Chapters 3–6

Digital
SignalFiltering

Chapters 12–14

A/D Converters
Chapters 15, 17–18

D/A Converters
Chapters 15–16

Clock Generation
Chapter 19

Power & Biasing
Chapter 7
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Fundamental building blocks of analog integrated circuits are discussed in Chapter–3, specifically, MOS cur-
rent mirrors and single-stage amplifiers, concluding with the basic MOS differential pair. A point to note here is
that only active-load amplifiers are considered since these are prevalent in integrated circuits. 

Chapter 4 provides an introductory view of the frequency response of electronic circuits. It begins with fun-
damental material on frequency response, establishing definitions and notation for the following chapters. Then,
the frequency response of elementary CMOS analog building blocks is presented. Along the way, fundamental
topics are presented including the Miller effect and the method of zero-value time-constants.

Feedback amplifiers are introduced in Chapter 5. Loop gain and phase margin are defined. Basic concepts are
illustrated using generic analyses of first- and second-order feedback systems. At the end of the chapter, the anal-
ysis is applied to common CMOS feedback circuits.

In Chapter 6, the fundamental principles of basic opamp design are presented. To illustrate many of these
principles, the design of a classic two-stage CMOS opamp is first thoroughly discussed. Proper biasing and device
sizing strategies are covered. Compensation is introduced and a systematic procedure for compensation is
described. Then, advanced current-mirror approaches are discussed, followed by two opamps that make use of
them: the folded-cascode and current mirror opamps. Finally, fully differential opamps are presented, as they are
used in many modern industrial applications where high speed and low noise are important considerations.

Biasing, reference, and regulators are presented in Chapter 7. Any reader that wishes to design a real and
complete opamp circuit should be aware of the attendant issues covered here. The later sections on bandgap refer-
ences and voltage regulators may not be essential to all readers.

Chapter 8 provides a comprehensive summary of bipolar devices and circuits. It includes the basics of
device modeling, fabrication, and fundamental circuit blocks such as current mirrors and gain stages. The
reader may wish to read sections of this chapter alongside the corresponding material for MOS transistors
presented in Chapters 1–7.

Noise analysis and modelling and linearity are discussed in Chapter 9. Here, we assume the reader has not previ-
ously been exposed to random-signal analysis, and thus basic concepts in analyzing random signals are first pre-
sented. Noise models are then presented for basic circuit elements. A variety of circuits are analyzed from a noise
perspective giving the reader some experience in noise analysis. Finally, the concept of dynamic range is introduced
as a fundamental specification of most any analog circuit, and the basic measures of linearity are defined.

In Chapter 7, comparator design is discussed. Comparators are perhaps the second most common analog
building block after opamps. Here, the practical limitations of comparators are described as well as circuit tech-
niques to improve performance. In addition, examples of modern high-speed comparators are presented.

In Chapter 11, some additional analog building blocks are covered. Specifically, sample-and-hold circuits and
translinear gain and multiplier circuits are presented. By the end of this chapter, all the main analog building
blocks have been covered (with the possible exception of voltage-controlled oscillators) and the remaining mate-
rial in the text deals with more system-level analog considerations.

Continuous-time filters are the focus of Chapter 12. After a brief introduction to first- and second-order fil-
ters, transconductance-C filters are described. CMOS, bipolar, and BiCMOS approaches are covered. Active-RC
filters are then presented, followed by some tuning approaches. Finally, a brief introduction to complex analog
signal processing and complex filters is included.

The basics of discrete-time signals and filters are presented in Chapter 13. This material is essential for
understanding the operation of many analog circuits such as switched-capacitor filters and oversampling convert-
ers. The approach taken here is to show the close relationship between the Z-transform and the Laplace transform,
thereby building on the reader’s experience in the continuous-time domain.

In Chapter 14, the basics of switched-capacitor circuits are described. Switched-capacitor techniques are a common
approach for realizing integrated filters due to their high degree of accuracy and linearity. The chapter concludes with a
description of other switched-capacitor circuits. such as gain stages, modulators, and voltage-controlled oscillators.

In Chapter 15, the fundamentals of data converters are presented. Ideal converters and the properties of quan-
tization noise are discussed first. Signed codes are then presented, and the chapter concludes with a discussion of
performance limitations and metrics.
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Popular Nyquist-rate D/A architectures are discussed in Chapter 16 and various approaches for realizing
Nyquist-rate A/D converters are described in Chapter 17. The importance of data converters cannot be overem-
phasized in today’s largely digital world, and these two chapters discuss the main advantages and design issues of
many modern approaches.

Oversampling conveners are presented separately in Chapter 18 due to the large amount of signalprocessing
concepts needed to properly describe these converters. Here, digital issues (such as decimation filters) are also
presented since good overall system knowledge is needed to properly design these types of converters. In addition,
practical issues and advanced approaches (such as the use of bandpass and multibit converters) are also discussed.
This chapter concludes with a third-order A/D converter example.

Finally, the text concludes with phase-locked loops (PLLs) in Chapter 19. The chapter first provides a big-
picture overview of PLLs. A more rigorous treatment follows, including small-signal analysis and noise analysis
in both the time domain (jitter) and frequency domain (phase noise). Performance metrics and design procedures
are included.

USING THE BOOK AND WEBSITE

SPICE simulation examples are an important feature of the book. Passages annotated with the boxed
icon shown here indicate that a SPICE simulation may be performed either as an essential part of the
problem, or to corroborate the results of a hand analysis. Many of the problems and examples in this
book rely upon the fictitious CMOS process technologies whose parameters are summarized in Table
1.5. SPICE model files corresponding to each of these fictitious technologies are provided on the com-
panion website, www.analogicdesign.com. Also there are many netlists that may be used for the simulations.
The results they provide should roughly corroborate hand analyses performed using the parameters in Table 1.5.
However, simulation results never provide precise agreement. In fact, simulated results may differ from the
results of a hand analysis by as much as 50%! This is a reality of analog design, and the SPICE examples in this
book are no exception. This is, of itself, a valuable lesson to the student of analog design. It illustrates, through
practice, those tasks to which hand analysis and simulation are best suited.

End-of-chapter problems are organized by the subsection to which they
pertain. For example, if one wishes to practice only those problems pertaining
to current mirror opamps, one may proceed directly to Section 6.11.5. 

Key points throughout the text are emphasized using highlighted boxes
in the margins, as shown here. These key points are collected and listed at the
end of each chapter.

ACKNOWLEDGEMENTS

The authors would like to acknowledge the many colleagues who participated in short courses, during which much
of the material for this text was originally taught and refined. In particular, Gabor C. Temes is acknowledged as well
as instructors Jim McCreary and Bill Black. Many students and anonymous reviewers also diligently reviewed and
provided corrections to the manuscript—their help is gratefully acknowledged. In addition, the authors acknowl-
edge that much of the material and many of the concepts originated from work with practicing engineers over the
years, with as well as in the publications cited in the references section at the end of each chapter. As much as pos-
sible, appropriate references for original concepts are cited in the text, but the authors have been working in the area
of analog circuits for so many years that often the original sources of popular and important concepts have been for-
gotten. For any reference omissions, they sincerely apologize.

Key Point:  Key points throughout 
the text are emphasized using sepa-
rate highlighted boxes in the mar-
gins. These key points are collected 
and listed at the end of each chapter 
as a study aid.

fpref.fm  Page ix  Thursday, October 20, 2011  8:55 AM



fpref.fm  Page x  Thursday, October 20, 2011  8:55 AM



CHAPTER 1 INTEGRATED-CIRCUIT DEVICES AND MODELLING 1

1.1 Semiconductors and pn Junctions 1
1.1.1 Diodes 2
1.1.2 Reverse-Biased Diodes 4
1.1.3 Graded Junctions 7
1.1.4 Large-Signal Junction Capacitance 9
1.1.5 Forward-Biased Junctions 10
1.1.6 Junction Capacitance of Forward-Biased Diode 11
1.1.7 Small-Signal Model of a Forward-Biased Diode 12
1.1.8 Schottky Diodes 13

1.2 MOS Transistors 14
1.2.1 Symbols for MOS Transistors 15
1.2.2 Basic Operation 16
1.2.3 Large-Signal Modelling 21
1.2.4 Body Effect 24
1.2.5 p-Channel Transistors 24
1.2.6 Low-Frequency Small-Signal Modelling in the Active Region 25
1.2.7 High-Frequency Small-Signal Modelling in the Active Region 30
1.2.8 Small-Signal Modelling in the Triode and Cutoff Regions 33
1.2.9 Analog Figures of Merit and Trade-offs 36

1.3 Device Model Summary 38
1.3.1 Constants 38
1.3.2 Diode Equations 39
1.3.3 MOS Transistor Equations 40

1.4 Advanced MOS Modelling 42
1.4.1 Subthreshold Operation 42
1.4.2 Mobility Degradation 44
1.4.3 Summary of Subthreshold and Mobility Degradation Equations 47
1.4.4 Parasitic Resistances 47
1.4.5 Short-Channel Effects 48
1.4.6 Leakage Currents 49

1.5 SPICE Modelling Parameters 50
1.5.1 Diode Model 50
1.5.2 MOS Transistors 51
1.5.3 Advanced SPICE Models of MOS Transistors 51

1.6 Passive Devices 54
1.6.1 Resistors 54
1.6.2 Capacitors 58

Contents 

ftoc.fm  Page xi  Thursday, October 20, 2011  8:36 PM



xii Contents

1.7 Appendix 60
1.7.1 Diode Exponential Relationship 60
1.7.2 Diode-Diffusion Capacitance 62
1.7.3 MOS Threshold Voltage and the Body Effect 64
1.7.4 MOS Triode Relationship 66

1.8 Key Points 68
1.9 References 69
1.10 Problems 69

CHAPTER 2 PROCESSING AND LAYOUT 73

2.1 CMOS Processing 73
2.1.1 The Silicon Wafer 73
2.1.2 Photolithography and Well Definition 74
2.1.3 Diffusion and Ion Implantation 76
2.1.4 Chemical Vapor Deposition and Defining the Active Regions 78
2.1.5 Transistor Isolation 78
2.1.6 Gate-Oxide and Threshold-Voltage Adjustments 81
2.1.7 Polysilicon Gate Formation 82
2.1.8 Implanting the Junctions, Depositing SiO2, and Opening 

Contact Holes 82
2.1.9 Annealing, Depositing and Patterning Metal, and Overglass 

Deposition 84
2.1.10 Additional Processing Steps 84

2.2 CMOS Layout and Design Rules 86
2.2.1 Spacing Rules 86
2.2.2 Planarity and Fill Requirements 94
2.2.3 Antenna Rules 94
2.2.4 Latch-Up 95

2.3 Variability and Mismatch 96
2.3.1 Systematic Variations Including Proximity Effects 96
2.3.2 Process Variations 98
2.3.3 Random Variations and Mismatch 99

2.4 Analog Layout Considerations 103
2.4.1 Transistor Layouts 103
2.4.2 Capacitor Matching 104
2.4.3 Resistor Layout 107
2.4.4 Noise Considerations 109

2.5 Key Points 113
2.6 References 114
2.7 Problems 114

CHAPTER 3 BASIC CURRENT MIRRORS AND SINGLE-STAGE AMPLIFIERS 117

3.1 Simple CMOS Current Mirror 118
3.2 Common-Source Amplifier 120
3.3 Source-Follower or Common-Drain Amplifier 122

ftoc.fm  Page xii  Thursday, October 20, 2011  8:36 PM



Contents xiii

3.4 Common-Gate Amplifier 124
3.5 Source-Degenerated Current Mirrors 127
3.6 Cascode Current Mirrors 129
3.7 Cascode Gain Stage 131
3.8 MOS Differential Pair and Gain Stage 135
3.9 Key Points 138
3.10 References 139
3.11 Problems 139

CHAPTER 4 FREQUENCY RESPONSE OF ELECTRONIC CIRCUITS 144

4.1 Frequency Response of Linear Systems 144
4.1.1 Magnitude and Phase Response 145
4.1.2 First-Order Circuits 147
4.1.3 Second-Order Low-Pass Transfer Functions with Real Poles 154
4.1.4 Bode Plots 157
4.1.5 Second-Order Low-Pass Transfer Functions with Complex Poles 163

4.2 Frequency Response of Elementary Transistor Circuits 165
4.2.1 High-Frequency MOS Small-Signal Model 165
4.2.2 Common-Source Amplifier 166
4.2.3 Miller Theorem and Miller Effect 169
4.2.4 Zero-Value Time-Constant Analysis 173
4.2.5 Common-Source Design Examples 176
4.2.6 Common-Gate Amplifier 179

4.3 Cascode Gain Stage 181
4.4 Source-Follower Amplifier 187
4.5 Differential Pair 193

4.5.1 High-Frequency T-Model 193
4.5.2 Symmetric Differential Amplifier 194
4.5.3 Single-Ended Differential Amplifier 195
4.5.4 Differential Pair with Active Load 196

4.6 Key Points 197
4.7 References 198
4.8 Problems 199

CHAPTER 5 FEEDBACK AMPLIFIERS 204

5.1 Ideal Model of Negative Feedback 204
5.1.1 Basic Definitions 204
5.1.2 Gain Sensitivity 205
5.1.3 Bandwidth 207
5.1.4 Linearity 207
5.1.5 Summary 208

5.2 Dynamic Response of Feedback Amplifiers 208
5.2.1 Stability Criteria 209
5.2.2 Phase Margin 211

ftoc.fm  Page xiii  Thursday, October 20, 2011  8:36 PM



xiv Contents

5.3 First- and Second-Order Feedback Systems 213
5.3.1 First-Order Feedback Systems 213
5.3.2 Second-Order Feedback Systems 217
5.3.3 Higher-Order Feedback Systems 220

5.4 Common Feedback Amplifiers 220
5.4.1 Obtaining the Loop Gain, L(s) 222
5.4.2 Non-Inverting Amplifier 226
5.4.3 Transimpedance (Inverting) Amplifiers 231

5.5 Summary of Key Points 235
5.6 References 235
5.7 Problems 236

CHAPTER 6 BASIC OPAMP DESIGN AND COMPENSATION 242

6.1 Two-Stage CMOS Opamp 242
6.1.1 Opamp Gain 243
6.1.2 Frequency Response 245
6.1.3 Slew Rate 249
6.1.4 n-Channel or p-Channel Input Stage 252
6.1.5 Systematic Offset Voltage 252

6.2 Opamp Compensation 254
6.2.1 Dominant-Pole Compensation and Lead Compensation 254
6.2.2 Compensating the Two-Stage Opamp 255
6.2.3 Making Compensation Independent of Process and Temperature 259

6.3 Advanced Current Mirrors 261
6.3.1 Wide-Swing Current Mirrors 261
6.3.2 Enhanced Output-Impedance Current Mirrors and Gain Boosting 263
6.3.3 Wide-Swing Current Mirror with Enhanced Output Impedance 266
6.3.4 Current-Mirror Symbol 267

6.4 Folded-Cascode Opamp 268
6.4.1 Small-Signal Analysis 270
6.4.2 Slew Rate 272

6.5 Current Mirror Opamp 275
6.6 Linear Settling Time Revisited 279
6.7 Fully Differential Opamps 281

6.7.1 Fully Differential Folded-Cascode Opamp 283
6.7.2 Alternative Fully Differential Opamps 284
6.7.3 Low Supply Voltage Opamps 286

6.8 Common-Mode Feedback Circuits 288
6.9 Summary of Key Points 292
6.10 References 293
6.11 Problems 294

CHAPTER 7 BIASING, REFERENCES, AND REGULATORS 302

7.1 Analog Integrated Circuit Biasing 302
7.1.1 Bias Circuits 303

ftoc.fm  Page xiv  Thursday, October 20, 2011  8:36 PM



Contents xv

7.1.2 Reference Circuits 305
7.1.3 Regulator Circuits 306

7.2 Establishing Constant Transconductance 307
7.2.1 Basic Constant-Transconductance Circuit 307
7.2.2 Improved Constant-Transconductance Circuits 309

7.3 Establishing Constant Voltages and Currents 310
7.3.1 Bandgap Voltage Reference Basics 310
7.3.2 Circuits for Bandgap References 314
7.3.3 Low-Voltage Bandgap Reference 319
7.3.4 Current Reference 320

7.4 Voltage Regulation 321
7.4.1 Regulator Specifications 322
7.4.2 Feedback Analysis 322
7.4.3 Low Dropout Regulators 324

7.5 Summary of Key Points 327
7.6 References 327
7.7 Problems 328

CHAPTER 8 BIPOLAR DEVICES AND CIRCUITS 331

8.1 Bipolar-Junction Transistors 331
8.1.1 Basic Operation 331
8.1.2 Analog Figures of Merit 341

8.2 Bipolar Device Model Summary 344
8.3 SPICE Modeling 345
8.4 Bipolar and BICMOS Processing 346

8.4.1 Bipolar Processing 346
8.4.2 Modern SiGe BiCMOS HBT Processing 347
8.4.3 Mismatch in Bipolar Devices 348

8.5 Bipolar Current Mirrors and Gain Stages 349
8.5.1 Current Mirrors 349
8.5.2 Emitter Follower 350
8.5.3 Bipolar Differential Pair 353

8.6 Appendix 356
8.6.1 Bipolar Transistor Exponential Relationship 356
8.6.2 Base Charge Storage of an Active BJT 359

8.7 Summary of Key Points 359
8.8 References 360
8.9 Problems 360

CHAPTER 9 NOISE AND LINEARITY ANALYSIS AND MODELLING 363

9.1 Time-Domain Analysis 363
9.1.1 Root Mean Square (rms) Value 364
9.1.2 SNR 365
9.1.3 Units of dBm 365
9.1.4 Noise Summation 366

ftoc.fm  Page xv  Thursday, October 20, 2011  8:36 PM



xvi Contents

9.2 Frequency-Domain Analysis 367
9.2.1 Noise Spectral Density 367
9.2.2 White Noise 369
9.2.3 1/f, or Flicker, Noise 370
9.2.4 Filtered Noise 371
9.2.5 Noise Bandwidth 373
9.2.6 Piecewise Integration of Noise 375
9.2.7 1/f Noise Tangent Principle 377

9.3 Noise Models for Circuit Elements 377
9.3.1 Resistors 378
9.3.2 Diodes 378
9.3.3 Bipolar Transistors 380
9.3.4 MOSFETS 380
9.3.5 Opamps 382
9.3.6 Capacitors and Inductors 382
9.3.7 Sampled Signal Noise 384
9.3.8 Input-Referred Noise 384

9.4 Noise Analysis Examples 387
9.4.1 Opamp Example 387
9.4.2 Bipolar Common-Emitter Example 390
9.4.3 CMOS Differential Pair Example 392
9.4.4 Fiber-Optic Transimpedance Amplifier Example 395

9.5 Dynamic Range Performance 397
9.5.1 Total Harmonic Distortion (THD) 398
9.5.2 Third-Order Intercept Point (IP3) 400
9.5.3 Spurious-Free Dynamic Range (SFDR) 402
9.5.4 Signal-to-Noise and Distortion Ratio (SNDR) 404

9.6 Key Points 405
9.7 References 406
9.8 Problems 406

CHAPTER 10 COMPARATORS 413

10.1 Comparator Specifications 413
10.1.1 Input Offset and Noise 413
10.1.2 Hysteresis 414

10.2 Using an Opamp for a Comparator 415
10.2.1 Input-Offset Voltage Errors 417

10.3 Charge-Injection Errors 418
10.3.1 Making Charge-Injection Signal Independent 421
10.3.2 Minimizing Errors Due to Charge-Injection 421
10.3.3 Speed of Multi-Stage Comparators 424

10.4 Latched Comparators 426
10.4.1 Latch-Mode Time Constant 427
10.4.2 Latch Offset 430

ftoc.fm  Page xvi  Thursday, October 20, 2011  8:36 PM



Contents xvii

10.5 Examples of CMOS and BiCMOS Comparators 431
10.5.1 Input-Transistor Charge Trapping 435

10.6 Examples of Bipolar Comparators 437
10.7 Key Points 439
10.8 References 440
10.9 Problems 440

CHAPTER 11 SAMPLE-AND-HOLD AND TRANSLINEAR CIRCUITS 444

11.1 Performance of Sample-and-Hold Circuits 444
11.1.1 Testing Sample and Holds 445

11.2 MOS Sample-and-Hold Basics 446
11.3 Examples of CMOS S/H Circuits 452
11.4 Bipolar and BiCMOS Sample-and-Holds 456
11.5 Translinear Gain Cell 460
11.6 Translinear Multiplier 462
11.7 Key Points 464
11.8 References 465
11.9 Problems 466

CHAPTER 12 CONTINUOUS-TIME FILTERS 469

12.1 Introduction to Continuous-Time Filters 469
12.1.1 First-Order Filters 470
12.1.2 Second-Order Filters 470

12.2 Introduction to Gm-C Filters 471
12.2.1 Integrators and Summers 472
12.2.2 Fully Differential Integrators 474
12.2.3 First-Order Filter 475
12.2.4 Biquad Filter 477

12.3 Transconductors Using Fixed Resistors 479
12.4 CMOS Transconductors Using Triode Transistors 484

12.4.1 Transconductors Using a Fixed-Bias Triode Transistor 484
12.4.2 Transconductors Using Varying Bias-Triode Transistors 486
12.4.3 Transconductors Using Constant Drain-Source Voltages 491

12.5 CMOS Transconductors Using Active Transistors 493
12.5.1 CMOS Pair 493
12.5.2 Constant Sum of Gate-Source Voltages 494
12.5.3 Source-Connected Differential Pair 495
12.5.4 Inverter-Based 495
12.5.5 Differential-Pair with Floating Voltage Sources 497
12.5.6 Bias-Offset Cross-Coupled Differential Pairs 499

12.6 Bipolar Transconductors 500
12.6.1 Gain-Cell Transconductors 500
12.6.2 Transconductors Using Multiple Differential Pairs 501

ftoc.fm  Page xvii  Thursday, October 20, 2011  8:36 PM



xviii Contents

12.7 BiCMOS Transconductors 506
12.7.1 Tunable MOS in Triode 506
12.7.2 Fixed-Resistor Transconductor with a Translinear Multiplier 507
12.7.3 Fixed Active MOS Transconductor with a Translinear 

Multiplier 508
12.8 Active RC and MOSFET-C Filters 509

12.8.1 Active RC Filters 510
12.8.2 MOSFET-C Two-Transistor Integrators 512
12.8.3 Four-Transistor Integrators 515
12.8.4 R-MOSFET-C Filters 521

12.9 Tuning Circuitry 516
12.9.1 Tuning Overview 517
12.9.2 Constant Transconductance 519
12.9.3 Frequency Tuning 520
12.9.4 Q-Factor Tuning 522
12.9.5 Tuning Methods Based on Adaptive Filtering 523

12.10 Introduction to Complex Filters 525
12.10.1 Complex Signal Processing 525
12.10.2 Complex Operations 526
12.10.3 Complex Filters 527
12.10.4 Frequency-Translated Analog Filters 528

12.11 Key Points 531
12.12 References 532
12.13 Problems 534

CHAPTER 13 DISCRETE-TIME SIGNALS 537

13.1 Overview of Some Signal Spectra 537
13.2 Laplace Transforms of Discrete-Time Signals 537

13.2.1 Spectra of Discrete-Time Signals 540
13.3 z-Transform 541
13.4 Downsampling and Upsampling 543
13.5 Discrete-Time Filters 545

13.5.1 Frequency Response of Discrete-Time Filters 545
13.5.2 Stability of Discrete-Time Filters 548
13.5.3 IIR and FIR Filters 550
13.5.4 Bilinear Transform 550

13.6 Sample-and-Hold Response 552
13.7 Key Points 554
13.8 References 555
13.9 Problems 555

CHAPTER 14 SWITCHED-CAPACITOR CIRCUITS 557

14.1 Basic Building Blocks 557
14.1.1 Opamps 557

ftoc.fm  Page xviii  Thursday, October 20, 2011  8:36 PM



Contents xix

14.1.2 Capacitors 558
14.1.3 Switches 558
14.1.4 Nonoverlapping Clocks 559

14.2 Basic Operation and Analysis 560
14.2.1 Resistor Equivalence of a Switched Capacitor 560
14.2.2 Parasitic-Sensitive Integrator 560
14.2.3 Parasitic-Insensitive Integrators 565
14.2.4 Signal-Flow-Graph Analysis 569

14.3 Noise in Switched-Capacitor Circuits 570
14.4 First-Order Filters 572

14.4.1 Switch Sharing 575
14.4.2 Fully Differential Filters 575

14.5 Biquad Filters 577
14.5.1 Low-Q Biquad Filter 577
14.5.2 High-Q Biquad Filter 581

14.6 Charge Injection 585
14.7 Switched-Capacitor Gain Circuits 588

14.7.1 Parallel Resistor-Capacitor Circuit 588
14.7.2 Resettable Gain Circuit 588
14.7.3 Capacitive-Reset Gain Circuit 591

14.8 Correlated Double-Sampling Techniques 593
14.9 Other Switched-Capacitor Circuits 594

14.9.1 Amplitude Modulator 594
14.9.2 Full-Wave Rectifier 595
14.9.3 Peak Detectors 596
14.9.4 Voltage-Controlled Oscillator 596
14.9.5 Sinusoidal Oscillator 598

14.10 Key Points 600
14.11 References 601
14.12 Problems 602

CHAPTER 15 DATA CONVERTER FUNDAMENTALS 606

15.1 Ideal D/A Converter 606
15.2 Ideal A/D Converter 608
15.3 Quantization Noise 609

15.3.1 Deterministic Approach 609
15.3.2 Stochastic Approach 610

15.4 Signed Codes 612
15.5 Performance Limitations 614

15.5.1 Resolution 614
15.5.2 Offset and Gain Error 615
15.5.3 Accuracy and Linearity 615

15.6 Key Points 620
15.7 References 620
15.8 Problems 620

ftoc.fm  Page xix  Thursday, October 20, 2011  8:36 PM



xx Contents

CHAPTER 16 NYQUIST-RATE D/A CONVERTERS 623

16.1 Decoder-Based Converters 623
16.1.1 Resistor String Converters 623
16.1.2 Folded Resistor-String Converters 625
16.1.3 Multiple Resistor-String Converters 625
16.1.4 Signed Outputs 627

16.2 Binary-Scaled Converters 628
16.2.1 Binary-Weighted Resistor Converters 629
16.2.2 Reduced-Resistance-Ratio Ladders 630
16.2.3 R-2R-Based Converters 630
16.2.4 Charge-Redistribution Switched-Capacitor Converters 632
16.2.5 Current-Mode Converters 633
16.2.6 Glitches 633

16.3 Thermometer-Code Converters 634
16.3.1 Thermometer-Code Current-Mode D/A Converters 636
16.3.2 Single-Supply Positive-Output Converters 637
16.3.3 Dynamically Matched Current Sources 638

16.4 Hybrid Converters 640
16.4.1 Resistor-Capacitor Hybrid Converters 640
16.4.2 Segmented Converters 640

16.5 Key Points 642
16.6 References 643
16.7 Problems 643

CHAPTER 17 NYQUIST-RATE A/D CONVERTERS 646

17.1 Integrating Converters 646
17.2 Successive-Approximation Converters 650

17.2.1 DAC-Based Successive Approximation 652
17.2.2 Charge-Redistribution A/D 653
17.2.3 Resistor-Capacitor Hybrid 658
17.2.4 Speed Estimate for Charge-Redistribution Converters 658
17.2.5 Error Correction in Successive-Approximation Converters 659
17.2.6 Multi-Bit Successive-Approximation 662

17.3 Algorithmic (or Cyclic) A/D Converter 662
17.3.1 Ratio-Independent Algorithmic Converter 662

17.4 Pipelined A/D Converters 665
17.4.1 One-Bit-Per-Stage Pipelined Converter 667
17.4.2 1.5 Bit Per Stage Pipelined Converter 669
17.4.3 Pipelined Converter Circuits 672
17.4.4 Generalized k-Bit-Per-Stage Pipelined Converters 673

17.5 Flash Converters 673
17.5.1 Issues in Designing Flash A/D Converters 675

17.6 Two-Step A/D Converters 677
17.6.1 Two-Step Converter with Digital Error Correction 679

17.7 Interpolating A/D Converters 680

ftoc.fm  Page xx  Thursday, October 20, 2011  8:36 PM



Contents xxi

17.8 Folding A/D Converters 683
17.9 Time-Interleaved A/D Converters 687
17.10 Key Points 690
17.11 References 691
17.12 Problems 692

CHAPTER 18 OVERSAMPLING CONVERTERS 696

18.1 Oversampling without Noise Shaping 696
18.1.1 Quantization Noise Modelling 697
18.1.2 White Noise Assumption 697
18.1.3 Oversampling Advantage 699
18.1.4 The Advantage of 1-Bit D/A Converters 701

18.2 Oversampling with Noise Shaping 702
18.2.1 Noise-Shaped Delta-Sigma Modulator 703
18.2.2 First-Order Noise Shaping 704
18.2.3 Switched-Capacitor Realization of a First-Order A/D Converter 706
18.2.4 Second-Order Noise Shaping 706
18.2.5 Noise Transfer-Function Curves 708
18.2.6 Quantization Noise Power of 1-Bit Modulators 709
18.2.7 Error-Feedback Structure 709

18.3 System Architectures 711
18.3.1 System Architecture of Delta-Sigma A/D Converters 711
18.3.2 System Architecture of Delta-Sigma D/A Converters 713

18.4 Digital Decimation Filters 714
18.4.1 Multi-Stage 715
18.4.2 Single Stage 717

18.5 Higher-Order Modulators 718
18.5.1 Interpolative Architecture 718
18.5.2 Multi-Stage Noise Shaping (MASH) Architecture 719

18.6 Bandpass Oversampling Converters 721
18.7 Practical Considerations 722

18.7.1 Stability 722
18.7.2 Linearity of Two-Level Converters 723
18.7.3 Idle Tones 725
18.7.4 Dithering 726
18.7.5 Opamp Gain 726

18.8 Multi-Bit Oversampling Converters 727
18.8.1 Dynamic Element Matching 727
18.8.2 Dynamically Matched Current Source D/S Converters 728
18.8.3 Digital Calibration A/D Converter 728
18.8.4 A/D with Both Multi-Bit and Single-Bit Feedback 729

18.9 Third-Order A/D Design Example 730
18.10 Key Points 732
18.11 References 734
18.12 Problems 735

ftoc.fm  Page xxi  Thursday, October 20, 2011  8:36 PM



xxii Contents

CHAPTER 19 PHASE-LOCKED LOOPS 738

19.1 Basic Phase-Locked Loop Architecture 738
19.1.1 Voltage Controlled Oscillator 739
19.1.2 Divider 740
19.1.3 Phase Detector 741
19.1.4 Loop Filer 746
19.1.5 The PLL in Lock 747

19.2 Linearized Small-Signal Analysis 748
19.2.1 Second-Order PLL Model 749
19.2.2 Limitations of the Second-Order Small-Signal Model 751
19.2.3 PLL Design Example 754

19.3 Jitter and Phase Noise 756
19.3.1 Period Jitter 760
19.3.2 P-Cycle Jitter 761
19.3.3 Adjacent Period Jitter 761
19.3.4 Other Spectral Representations of Jitter 762
19.3.5 Probability Density Function of Jitter 764

19.4 Electronic Oscillators 765
19.4.1 Ring Oscillators 766
19.4.2 LC Oscillators 771
19.4.3 Phase Noise of Oscillators 772

19.5 Jitter and Phase Noise in PLLS 777
19.5.1 Input Phase Noise and Divider Phase Noise 777
19.5.2 VCO Phase Noise 778
19.5.3 Loop Filter Noise 779

19.6 Key Points 781
19.7 References 782
19.8 Problems 782

INDEX 787

ftoc.fm  Page xxii  Thursday, October 20, 2011  8:36 PM



C H A P T E R

1

1

Integrated-Circuit 
Devices and Modelling

In this chapter, both the operation and modelling of semiconductor devices are described. Although it is possible
to do simple integrated-circuit design with a basic knowledge of semiconductor device modelling, for state-of-the-
art design, an in-depth understanding of the second-order effects of device operation and their modelling is
considered critical.

It is assumed that most readers have been introduced to transistors and their basic modelling in a previous
course. Thus, fundamental semiconductor concepts are only briefly reviewed. Section 1.1 describes pn junctions (or
diodes). This section is important in understanding the parasitic capacitances in many device models, such as junc-
tion capacitances. Section 1.2 covers the basics of MOS transistors and modelling. A summary of device models and
important equations is presented in Section 1.3. This summary is particularly useful for a reader who already has a
good background in transistor modelling, in which case the summary can be used to follow the notation used
throughout the remainder of this book. Advanced MOS modelling is treated in Section 1.4, including behavior not
covered by a simple square-law voltage–current relationship. It should be noted that all sections on MOS devices rely
to some degree on the material previously presented in Section 1.1, in which depletion capacitance is covered. In
addition, a brief description is given of the most important process-related parameters used in SPICE modelling in
Section 1.5. Since passive devices are often required for analog design, the most common passives on integrated cir-
cuits are described in Section 1.6. Finally, this chapter concludes with an Appendix containing derivations of the
more physically-based device equations.

1.1 SEMICONDUCTORS AND pn JUNCTIONS
A semiconductor is a crystal lattice structure that can have free electrons (which are negative carriers) and/or free
holes (which are an absence of electrons and are equivalent to positive carriers). The type of semiconductor typically
used is silicon, an abundant element found, for example, in high concentrations in sand. This material has a valence of
four, implying that each atom has four electrons to share with neighboring atoms when forming the covalent bonds of
the crystal lattice. Intrinsic silicon (i.e., undoped silicon) is a very pure crystal structure that has equal numbers of free
electrons and holes. These free carriers are those electrons that have gained enough energy due to thermal agitation to
escape their bonds, and the resulting holes that they leave behind. At room temperature, there are approximately

 carriers of each type per cm3, or equivalently  carriers/m3, defined as the carrier concen-
tration of intrinsic silicon. The number of carriers approximately doubles for every 11 °C increase in temperature.

If one dopes silicon with a pentavalent impurity (i.e., atoms of an element having a valence of five, or equiv-
alently five electrons in the outer shell, available when bonding with neighboring atoms), there will be almost one
extra free electron for every impurity atom.1 These free electrons can be used to conduct current. A pentavalent

1. In fact, there will be slightly fewer mobile carriers than the number of impurity atoms since some of the free electrons from the 
dopants have recombined with holes. However, since the number of holes of intrinsic silicon is much less than typical doping 
concentrations, this inaccuracy is small.

1.1 1010× ni 1.1 1016×=
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2 Chapter 1 • Integrated-Circuit Devices and Modelling

impurity is said to donate free electrons to the silicon crystal, and thus the impurity is known as a donor. Examples
of donor elements are phosphorus, P, and arsenic, As. These impurities are also called n-type dopants since the
free carriers resulting from their use have negative charge. When an n-type impurity is used, the total number of
negative carriers or electrons is almost the same as the doping concentration, and is much greater than the number
of free electrons in intrinsic silicon. In other words,

(1.1)

where  denotes the free-electron concentration in n-type material and  is the doping concentration (with the
subscript D denoting donor). On the other hand, the number of free holes in n-doped material will be much less
than the number of holes in intrinsic silicon and can be shown [Sze, 1981] to be given by 

(1.2)

Similarly, if one dopes silicon with atoms that have a valence of three, for example, boron (B), the con-
centration of positive carriers or holes will be approximately equal to the acceptor concentration, , 

(1.3)

and the number of negative carriers in the p-type silicon, , is given by

(1.4)

EXAMPLE 1.1

Intrinsic silicon is doped with boron at a concentration of 1026 atoms/m3. At room temperature, what are the con-
centrations of holes and electrons in the resulting doped silicon? Assume that .

Solution
The hole concentration, , will approximately equal the doping concentration (pp = ). The
electron concentration is found from (1.4) to be

(1.5)

Such doped silicon is referred to as p-type since it has many more free holes than free electrons. 

1.1.1 Diodes

To realize a diode, also called a pn junction, one part of a semiconductor is doped n-type and an adjacent part is
doped p-type, as shown in Fig. 1.1. The diode, or junction, is formed between the p+ region and the n region,
where superscripts are used to indicate the relative doping levels. For example, the p– bulk region in Fig. 1.1
might have an impurity concentration of  carriers/m3, whereas the p+ and n+ regions would be doped more

nn ND=

nn ND

pn
ni

2

ND

-------=

NA

pp NA=

np

np
ni

2

NA

------=

ni 1.1 1016×  carriers m3⁄=

pp NA 1026 holes/m3=

np
1.1 1016× )( 2

1026
------------------------------- 1.2 106 × electrons/m3= =

5 1021×
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1.1 Semiconductors and pn Junctions 3

heavily to a value around 1025 to 1027 carriers/m3.2 Also, note that the metal contacts to the diode (in this case, alumi-
num) are connected to heavily doped regions, otherwise a Schottky diode would form. (Schottky diodes are dis-
cussed on page 13.) Thus, in order not to make a Schottky diode, the connection to the n region is actually made
via the n+ region.

In the p+ side, a large number of free positive carriers
are available, whereas in the n side, many free negative
carriers are available. The holes in the p+ side will tend to
disperse or diffuse into the n side, whereas the free elec-
trons in the n side will tend to diffuse to the p+ side. This
process is very similar to two gases randomly diffusing
together. This diffusion lowers the concentration of free
carriers in the region between the two sides. As the two
types of carriers diffuse together, they recombine. Every
electron that diffuses from the n side to the p side leaves
behind a bound positive charge close to the transition
region. Similarly, every hole that diffuses from the p side
leaves behind a bound electron near the transition region.
The end result is shown in Fig. 1.2. This diffusion of free
carriers creates a depletion region at the junction of the
two sides where no free carriers exist, and which has a net
negative charge on the p+ side and a net positive charge on
the n side. The total amount of exposed or bound charge
on the two sides of the junction must be equal for charge
neutrality. This requirement causes the depletion region to
extend farther into the more lightly doped n side than into
the p+ side.

As these bound charges are exposed, an electric field develops going from the n side to the p+ side. This elec-
tric field gives rise to a potential difference between the n and p+ sides, called the built-in voltage of the junction.
It opposes the diffusion of free carriers until there is no net movement of charge under open-circuit and steady-
state conditions. The built-in voltage of an open-circuit pn junction is [Sze 1981]

(1.6)

2. For reference, there are roughly  atoms/m3 in pure crystalline silicon.

Fig. 1.1 A cross section of a pn diode.

n

Bulk

CathodeAnode
SiO2 Al
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p+ n+
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5 1028×
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Fig. 1.2 A simplified model of a diode. 
Note that a depletion region exists at the 
junction due to diffusion and extends far-
ther into the more lightly doped side.
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4 Chapter 1 • Integrated-Circuit Devices and Modelling

where

(1.7)

 is the temperature in degrees Kelvin (  at room temperature),  is Boltzmann’s constant
( ), and  is the charge of an electron ( ). At room temperature,  is approxi-
mately .

EXAMPLE 1.2

A pn junction has  and . What is the built-in junction potential?
Assume that .

Solution
Using (1.6), we obtain

(1.8)

This is a typical value for the built-in potential of a junction with one side heavily doped. As an approximation, we
will normally use  for the built-in potential of a junction having one side heavily doped.

1.1.2 Reverse-Biased Diodes

A silicon diode having an anode-to-cathode (i.e., p side to n side) voltage of 0.4 V or less will not be conduct-
ing appreciable current. In this case, it is said to be reverse-biased. If a diode is reverse-biased, current flow is
primarily due to thermally generated carriers in the depletion region, and it is extremely small. Although this
reverse-biased current is only weakly dependent on the applied voltage, the reverse-biased c urrent is directly
proportional to the area of the diode junction. However, an effect that should not be ignored, particularly at high
frequencies, is the junction capacitance of a diode. In reverse-biased diodes, this junction capacitance is due to
varying charge storage in the depletion regions and is modelled as a depletion capacitance. 

To determine the depletion capacitance, we first state the relationship between the depletion widths and the
applied reverse voltage,  [Sze, 1981].

(1.9)

(1.10)

Here,  is the permittivity of free space (equal to ),  is the reverse-bias voltage of the diode,
and  is the relative permittivity of silicon (equal to 11.8). These equations assume an abrupt junction where the
doping changes instantly from the n to the p side. Modifications to these equations for graded junctions are treated
in the next section.

VT
kT
q

-------=

T 300≅  °K k
1.38 10 23–×  JK 1– q 1.602 10 19–×  C VT

26 mV

NA 1025 holes/m3= ND 1022 electrons/m3=
ni 1.1 1016×  carriers/m3=

Φ0 0.026 1025 1022×

1.1 1016×( )2
------------------------------

⎝ ⎠
⎜ ⎟
⎛ ⎞

ln× 0.89 V= =

Φ0 0.9 V≅

VR

xn
2Ksε0 Φ0 VR+( )

q
--------------------------------------- NA

ND NA ND+( )
--------------------------------

1 2⁄

=

xp
2Ksε0 Φ0 VR+( )

q
--------------------------------------- ND

NA NA ND+( )
--------------------------------

1 2⁄

=

ε0 8.854 10 12–×  F/m VR

Ks
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1.1 Semiconductors and pn Junctions 5

From the above equations, we see that if one side of the junction is more heavily doped than the other, the
depletion region will extend mostly on the lightly doped side. For example, if  (i.e., if the p region is
more heavily doped), we can approximate (1.9) and (1.10) as

(1.11)

Indeed, for this case

(1.12)

This special case is called a single-sided diode.

EXAMPLE 1.3

For a pn junction having  and , what are the depletion region
depths for a 1-V reverse-bias voltage?

Solution
Since  and we already have found in Example 1.2 that , we can use (1.11) to find

(1.13)

(1.14)

Note that the depletion region width in the lightly doped n region is 1,000 times greater than that in the more heav-
ily doped p region.

The charge stored in the depletion region, per unit cross-sectional area, is found by multiplying the depletion
region width by the concentration of the immobile charge (which is approximately equal to  times the impurity
doping density). For example, on the n side, we find the charge in the depletion region to be given by multiplying
(1.9) by , resulting in

(1.15)

This amount of charge must also equal Q– on the p side since there is charge equality. In the case of a single-sided
diode when NA >> ND, we have

(1.16)

NA >> ND

xn
2Ksε0 Φ0 VR+( )

qND

---------------------------------------
1 2⁄

xp
2Ksε0 Φ0 VR+( )ND

qNA
2

----------------------------------------------
1 2⁄

≅≅

xn

xp

----- NA

ND

-------≅

NA 1025 holes/m3= ND 1022 electrons/m3=

NA >> ND Φ0 0.9 V=

xn
2 11.8 8.854 10 12–××× 1.9×

1.6 10 19–× 1022×
-----------------------------------------------------------------------

1 2⁄

0.50 μm= =

xp
xn

NA ND⁄( )
---------------------- 0.50 nm= =

q

qND

Q+ 2qKsε0 Φ0 VR+( )
NAND

NA ND+
--------------------

1 2⁄

=

Q– Q+ 2qKsε0 Φ0 VR+( )ND[ ]1 2⁄≅=
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6 Chapter 1 • Integrated-Circuit Devices and Modelling

Note that this result is independent of the impurity concentration on the heav-
ily doped side. Thus, we see from the above relation that the charge stored in
the depletion region is nonlinearly dependent on the applied reverse-bias volt-
age. This charge–voltage relationship is modelled by a nonlinear depletion
capacitance.

For small changes in the reverse-biased junction voltage, about a bias volt-
age, we can find an equivalent small-signal capacitance, Cj, by differentiating

(1.15) with respect to . Such a differentiation results in 

(1.17)

where Cj0 is the depletion capacitance per unit area at  and is given by

(1.18)

In the case of a one-sided diode with NA >> ND, we have

(1.19)

where now

(1.20)

It should be noted that many of the junctions encountered in integrated circuits are one-sided junctions with
the lightly doped side being the substrate or sometimes what is called the well. The more heavily doped side is
often used to form a contact to interconnecting metal. From (1.20), we see that, for these one-sided junctions, the
depletion capacitance is approximately independent of the doping concentration on the heavily doped side, and is
proportional to the square root of the doping concentration of the more lightly doped side. Thus, smaller depletion
capacitances are obtained for more lightly doped substrates—a strong incentive to strive for lightly doped
substrates.

Finally, note that by combining (1.15) and (1.18), we can express the equation for the immobile charge on
either side of a reverse-biased junction as

(1.21)

As seen in Example 1.6, this equation is useful when one is approximating the large-signal charging (or discharg-
ing) time for a reverse-biased diode.

Key Point:  The charge–
voltage relationship of a 
reverse-biased pn junction 
is modeled by a nonlinear 
depletion capacitance.
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1.1 Semiconductors and pn Junctions 7

EXAMPLE 1.4

For a pn junction having  and , what is the total zero-bias depletion
capacitance for a diode of area  ? What is its depletion capacitance for a 3-V reverse-bias voltage? 

Solution
Making use of (1.20), we have

(1.22)

Since the diode area is , the total zero-bias depletion capacitance is

(1.23)

At a 3-V reverse-bias voltage, we have from (1.19)

(1.24)

We see a decrease in junction capacitance as the width of the depletion region is increased.

1.1.3 Graded Junctions

All of the above equations assumed an abrupt junction where the doping concentration changes quickly
from p to n over a small distance. Although this is a good approximation for many integrated circuits, it is
not always so. For example, the collector-to-base junction of a bipolar transistor is most commonly real-
ized as a graded junction. In the case of graded junctions, the exponent 1/2 in (1.15) is inaccurate, and an
exponent closer to unity is more accurate, perhaps 0.6 to 0.7. Thus, for graded junctions, (1.15) is typically
written as

(1.25)

where  is a constant that depends upon the doping profile. For example, a linearly graded junction has .
Differentiating (1.25) to find the depletion capacitance, we have

(1.26)

NA 1025 holes/m3= ND 1022 electrons/m3=
10 μm ×10 μm

Cj0
1.6 10 19–× 11.8 8.854 10 12– 1022××××

2 0.9×
----------------------------------------------------------------------------------------------- 304.7 μF/m2= =

100 10 12–×  m2

CT-j0 100 10 12–× 304.7× 10 6–× 30.5 fF= =

CT-j
30.5 fF

1 3
0.9
-------⎝ ⎠

⎛ ⎞+

-------------------------- 14.7 fF= =

Q 2qKsε0 Φ0 VR+( )
NAND

NA ND+
--------------------

1 mj–

=

mj mj 1 3⁄=

Cj 1 mj–( ) 2qKsε0
NAND

NA ND+
--------------------

1 mj– 1

Φ0 VR+( )
mj

----------------------------=
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8 Chapter 1 • Integrated-Circuit Devices and Modelling

This depletion capacitance can also be written as

(1.27)

where

(1.28)

From (1.27), we see that a graded junction results in a depletion capacitance that is less dependent on 
than the equivalent capacitance in an abrupt junction. In other words, since  is less than 0.5, the depletion
capacitance for a graded junction is more linear than that for an abrupt junction. Correspondingly, increasing
the reverse-bias voltage for a graded junction is not as effective in reducing the depletion capacitance as it is for
an abrupt junction.

Finally, as in the case of an abrupt junction, the depletion charge on either side of the junction can also be
written as

(1.29)

EXAMPLE 1.5

Repeat Example 1.4 for a graded junction with .

Solution
Noting once again that , we approximate (1.28) as

(1.30)

resulting in

(1.31)

which, when multiplied by the diode’s area of , results in

(1.32)

For a 3-V reverse-bias voltage, we have

(1.33)
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1.1 Semiconductors and pn Junctions 9

1.1.4 Large-Signal Junction Capacitance

The equations for the junction capacitance given above are only valid for small changes in the reverse-bias voltage.
This limitation is due to the fact that  depends on the size of the reverse-bias voltage instead of being a constant.
As a result, it is extremely difficult and time consuming to accurately take this nonlinear capacitance into account
when calculating the time to charge or discharge a junction over a large voltage change. A commonly used approx-
imation when analyzing the transient response for large voltage changes is to use an average size for the junction
capacitance by calculating the junction capacitance at the two extremes of the reverse-bias voltage. Unfortunately,
a problem with this approach is that when the diode is forward biased with , equation (1.17) “blows up”
(i.e., is equal to infinity). To circumvent this problem, one can instead calculate the charge stored in the junction for
the two extreme values of applied voltage (through the use of (1.21)), and then through the use of ,
calculate the average capacitance according to

(1.34)

where  and  are the two voltage extremes [Hodges, 1988].
From (1.21), for an abrupt junction with reverse-bias voltage , we have

(1.35)

Therefore,

(1.36)

EXAMPLE 1.6

For the circuit shown in Fig. 1.3, where a reverse-biased diode is being charged from 0 V to 1 V, through a
 resistor, calculate the time required to charge the diode from 0 V to 0.7 V. Assume that

 and that the diode has an area of . Compare your answer to that obtained using
SPICE. Repeat the question for the case of the diode being discharged from 1 V to 0.3 V.

Solution
For the special case of  and , and using  in equation (1.36) we find that

(1.37)

Thus, as a rough approximation to quickly estimate the charging time of a junction capacitance from 0 V to 1 V
(or vice versa), one can use

(1.38)

The total small-signal capacitance of the junction at 0-V bias voltage is obtained by multiplying  by
the junction area to obtain

(1.39)

Cj
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10 Chapter 1 • Integrated-Circuit Devices and Modelling

Using (1.37), we have

(1.40)

resulting in a time constant of

(1.41)

It is not difficult to show that the time it takes for a first-order circuit to rise (or fall) 70 percent of its final value is
equal to . Thus, in this case,

(1.42)

As a check, the circuit of Fig. 1.3(a) was analyzed using SPICE. The SPICE simula-
tion gave a 0-V to 0.7-V rise time of 0.21 ns and a 1-V to 0.3-V fall time of 0.19 ns, in
general agreement with the 0.20 ns predicted. The reason for the different values of
the rise and fall times is the nonlinearity of the junction capacitance. For smaller bias
voltages it is larger than that predicted by (1.37), whereas for larger bias voltages it is

smaller. Normally, the extra accuracy that results from performing a more accurate analysis is not worth the extra
complication because one seldom knows the value of Cj0 to better than 20 percent accuracy.

1.1.5 Forward-Biased Junctions

A positive voltage applied from the p side to the n side of a diode reduces the electric field opposing the
diffusion of the free carriers across the depletion region. It also reduces the width of the depletion region. If this
forward-bias voltage is large enough, the carriers will start to diffuse across the junction, resulting in a current
flow from the anode to the cathode. For silicon, appreciable diode current starts to occur for a forward-bias

Fig. 1.3 (a) The circuit used in 
Example 1.6; (b) its RC approximate 
equivalent.
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Vin1 V

t 0=
0 V

Vout

20 μm 5 μm×
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a( )

Vout
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Vin

b( )

CT- j-av 0.815 0.02× 0.016 pF = =

τ RCj-av 0.16 ns= =

1.2τ

t70% 1.2τ 0.20 ns= =

SPICE! Refer to 
the book web site 
for a netlist.
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1.1 Semiconductors and pn Junctions 11

voltage around 0.5 V. For germanium and gallium arsenide semiconductor materials, current conduction starts
to occur around 0.3 V and 0.9 V, respectively.

When the junction potential is sufficiently lowered for conduction to occur, the carriers diffuse across
the junction due to the large gradient in the mobile carrier concentrations. Note that there are more carriers
diffusing from the heavily doped side to the lightly doped side than from the lightly doped side to the heavily
doped side.

After the carriers cross the depletion region, they greatly increase the minority ch arge at the edge of the
depletion region. These minority carriers will diffuse away from the junction toward the bulk. As they diffuse,
they recombine with the majority carriers, thereby decreasing their concentration. This concentration gradient of
the minority charge (which decreases the farther one gets from the junction) is responsible for the current flow
near the junction.

The majority carriers that recombine with the diffusing minority carriers come from the metal contacts at the
junctions because of the forward-bias voltage. These majority carriers flow across the bulk, from the contacts to
the junction, due to an electric field applied across the bulk. This current flow is called drift. It results in small
potential drops across the bulk, especially in the lightly doped side. Typical values of this voltage drop might be
50 mV to 0.1 V, depending primarily on the doping concentration of the lightly doped side, the distance from the
contacts to the junction, and the cross-sectional area of the junction.

In the forward-bias region, the current–voltage relationship is exponential and can be shown (see Appendix) to be 

(1.43)

where  is the voltage applied across the diode and

(1.44)

 is known as the scale current and is seen to be proportional to the area of the diode junction, , and inversely
proportional to the doping concentrations.

1.1.6 Junction Capacitance of Forward-Biased Diode

When a junction changes from reverse biased (with little current through it) to forward biased (with significant
current flow across it), the charge being stored near and across the junction changes. Part of the change in charge
is due to the change in the width of the depletion region and therefore the amount of immobile charge stored in it.
This change in charge is modelled by the depletion capacitance, Cj, similar to when the junction is reverse biased.
An additional change in charge storage is necessary to account for the change of the minority carrier concentration
close to the junction required for the diffusion current to exist. For example, if a forward-biased diode current is to
double, then the slopes of the minority charge storage at the diode junction edges must double, and this, in turn,
implies that the minority charge storage must double. This component is modelled by another capacitance, called
the diffusion capacitance, and denoted Cd.

The diffusion capacitance can be shown (see Appendix) to be

(1.45)

where  is the transit time of the diode. Normally  is specified for a given technology, so that one can calculate
the diffusion capacitance. Note that the diffusion capac itance of a forward-biased junction is proportional to the
diode current.

ID ISe
VD VT⁄

=

VD

IS AD
1

NA

------ 1
ND

-------+
⎝ ⎠
⎜ ⎟
⎛ ⎞

∝

IS AD

Cd τT
ID

VT

------=

τT τT

c01.fm  Page 11  Sunday, October 23, 2011  3:45 PM



12 Chapter 1 • Integrated-Circuit Devices and Modelling

 The total capacitance of the forward-biased junction is the sum of the diffusion capacitance, Cd, and the
depletion capacitance, Cj. Thus, the total junction capacitance is given by

 (1.46)

For a forward-biased junction, the depletion capacitance, Cj, can be roughly approximated by 2Cj0. The accuracy
of this approximation is not critical since the diffusion capacitance is typically much larger than the depletion
capacitance. 

Finally, it should be mentioned that as a diode is turned off for a short period of time a current will flow in the
negative direction until the minority charge is removed. This behavior does not occur in Schottky diodes since
they do not have minority charge storage.

1.1.7 Small-Signal Model of a Forward-Biased Diode

A small-signal equivalent model for a forward-biased diode is shown in
Fig. 1.4. A resistor, , models the change in the diode voltage, , that
occurs when  changes. Using (1.43), we have

(1.47)

This resistance is called the incremental resistance of the diode. For
very accurate modelling, it is sometimes necessary to add the series
resistance due to the bulk and also the resistance associated with the
contacts. Typical values for the contact resistance (caused by the work-
function3 difference between metal and silicon) might be  to

.
 By combining (1.45) and (1.47), we see that an alternative equation for the diffusion capacitance, , is

(1.48)

Since for moderate forward-bias currents, , the total small-signal capacitance is , and

(1.49)

Thus, for charging or discharging a forward-biased junction with a current source having an impedance much
larger than rd, the time constant of the charging is approximately equal to the transit time of the diode and is inde-
pendent of the diode current. For smaller diode currents, where Cj becomes important, the charging or discharging
time constant of the circuit becomes larger than .

EXAMPLE 1.7

A given diode has a transit time of  and is biased at . What are the values of its small-signal resis-
tance and diffusion capacitance? Assume room temperature, so that .

3. The work-function of a material is defined as the minimum energy required to remove an electron at the Fermi level to the outside 
vacuum region.

CT Cd Cj+=

Cj Cdrd

Fig. 1.4 The small-signal model 
for a forward-biased junction.
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1.1 Semiconductors and pn Junctions 13

Solution
We have

and

Note that this diffusion capacitance is over 100 times larger than the total depletion capacitance found in Exam-
ples 1.4 and 1.5.

1.1.8 Schottky Diodes

A different type of diode, one sometimes used in microcircuit design, is realized by contacting metal to a lightly
doped semiconductor region (rather than a heavily doped region) as shown in Fig. 1.5. Notice that the aluminum
anode is in direct contact with a relatively lightly doped  region. Because the  region is relatively lightly
doped, the work-function difference between the aluminum contact and the  silicon is larger than would be the
case for aluminum contacting to an  region, as occurs at the cathode. This causes a depletion region and, corre-
spondingly, a diode to occur at the interface between the aluminum anode and the  silicon region. This diode has
different characteristics than a normal pn junction diode. First, its voltage drop when forward biased is smaller.
This voltage drop is dependent on the metal used; for aluminum it might be around 0.5 V. More importantly, when
the diode is forward biased, there is no minority-charge storage in the lightly doped  region. Thus, the small-sig-
nal model of a forward-biased Schottky diode has  (with reference to Fig. 1.4). The absence of this diffu-
sion capacitance makes the diode much faster. It is particularly faster when turning off, because it is not necessary
to remove the minority charge first. Rather, it is only necessary to discharge the depletion capacitance through
about 0.2 V.

Schottky diodes have been used extensively in bipolar logic circuits. They are also used in a number of high-
speed analog circuits, particularly those realized in gallium arsenide (GaAs) technologies, rather than silicon
technologies.

rd
VT

ID

------ 26 mV
1 mA
----------------- 26 Ω= = =

Cd
τT

rd

---- 100 ps
26 Ω

---------------- 3.8 pF= = =

Fig. 1.5 A cross section of a Schottky diode.

Bulk

CathodeAnode
SiO2

Al

Anode

Cathode

Schottky diode
depletion region

n+

n–

p–

n  – n  –

n  –

n+

n  –

n  –

Cd 0=

c01.fm  Page 13  Sunday, October 23, 2011  3:45 PM



14 Chapter 1 • Integrated-Circuit Devices and Modelling

1.2 MOS TRANSISTORS
Presently, the most popular technology for realizing microcircuits makes use of MOS transistors. Unlike most bipolar
junction transistor (BJT) technologies, which make dominant use of only one type of transistor (npn transistors in
the case of BJT processes4), MOS circuits normally use two complementary types of transistors—n-channel
and p-channel. While n-channel devices conduct with a positive gate voltage, p-channel devices conduct with a
negative gate voltage. Moreover, electrons are used to conduct current in n-channel transistors, while holes are used
in p-channel transistors. Microcircuits containing both n-channel and p-channel transistors are called CMOS circuits,
for complementary MOS. The acronym MOS stands for metal-oxide semiconductor, which historically denoted the
gate, insulator, and channel region materials, respectively. However, most present CMOS technologies utilize poly-
silicon gates rather than metal gates.

 Before CMOS technology became widely available, most MOS processes made use of only n-channel
transistors (NMOS). However, often two different types of n-channel transistors could be realized. One type,
enhancement n-channel transistors, is similar to the n-channel transistors realized in CMOS technologies.
Enhancement transistors require a positive gate-to-source voltage to conduct current. The other type, depletion
transistors, conduct current with a gate-source voltage of 0 V. Depletion transistors were used to create high-
impedance loads in NMOS logic gates.

A typical cross section of an n-channel enhancement-type MOS transistor is
shown in Fig. 1.6. With no voltage applied to the gate, the  source and drain
regions are separated by the  substrate. The distance between the drain and the
source is called the channel length, . In present MOS technologies, the mini-
mum channel length may be as small as 28 nm. It should be noted that there is no
physical difference between the drain and the source.5 The source terminal of an
n-channel transistor is defined as whichever of the two terminals has a lower volt-
age. For a p-channel transistor, the source would be the terminal with the higher
voltage. When a transistor is turned on, current flows from the drain to the
source in an n-channel transistor and from the source to the drain in a p-channel

transistor. In both cases, the true carriers travel from the source to drain, but the current directions are differ-
ent because n-channel carriers (electrons) are negative, whereas p-channel carriers (holes) are positive.

4. Most BJT technologies can also realize low-speed lateral pnp transistors. Normally these would only be used to realize current 
sources as they have low gains and poor frequency responses. Recently, bipolar technologies utilizing high-speed vertical pnp transis-
tors, as well as high-speed npn transistors, have become available and are growing in popularity. These technologies are called comple-
mentary bipolar technologies.
5. Large MOS transistors used for power applications are an exception as they might not be realized with symmetric drain and source 
junctions.

Key Point:  The source 
terminal of an n-channel 
transistor is defined as 
whichever of the two termi-
nals has a lower voltage. 
For a p-channel transistor, 
the source would be the 
terminal with the higher 
voltage.

Fig. 1.6 A cross section of a typical n-channel transistor.
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1.2 MOS Transistors 15

The gate is normally realized using polysilicon, which is heavily doped noncrystalline (or amorphous) sili-
con. Polysilicon gates are used (instead of metal) because polysilicon has allowed the dimensions of the transistor
to be realized much more accurately during the patterning of the transistor. This higher geometric accuracy has
resulted in smaller, faster transistors. However, due to the relatively higher resistance of polysilicon, there are con-
tinuous efforts to realize metal gates in CMOS fabrication technologies.

 The gate is physically separated from the surface of the silicon by a thin insulator made of silicon dioxide
(SiO2). Thus, the gate is electrically isolated from the channel and affects the channel (and hence, the transistor
current) only through electrostatic (capacitive) coupling. The typical thickness of the SiO2 insulator between the
gate and the channel is presently between 1 to 30 nm. Since the gate is electrically isolated from the channel, it
does not conduct appreciable dc current. However, because of the inherent capacitances in MOS transistors, tran-
sient gate currents do exist when gate voltage is quickly changing.

Normally the  substrate (or bulk) is connected to the most negative voltage in a microcircuit. In analog cir-
cuits, this might be the negative power supply, and in digital circuits it is normally ground or 0 V. This connection
results in all transistors placed in the substrate being surrounded by reverse-biased junctions, which electrically
isolate the transistors and thereby prevent conduction between the transistor terminals and the substrate (unless, of
course, they are connected together through some other means).

1.2.1 Symbols for MOS Transistors

Many symbols have been used to represent MOS transistors. Figure 1.7 shows some of the symbols that have been
used to represent n-channel MOS transistors. The symbol in Fig. 1.7(a) is often used; note that there is nothing in the
symbol to specify whether the transistor is n-channel or p-channel. A common rule is to assume, when in doubt, that
the transistor is an n-channel transistor. The symbol in Fig. 1.7(a) will be used occasionally in this text when there is
no need to distinguish between the drain and source terminals. Figure 1.7(b) is the most commonly used symbol for
an n-channel transistor in analog design and is used most often throughout this text. An arrow points outward on the
source terminal to indicate that the transistor is n-channel and indicates the direction of current.

MOS transistors are actually four-terminal devices, with the substrate being the fourth terminal. In n-channel
devices, the p– substrate is normally connected to the most negative voltage in the microcircuit, whereas for
p-channel devices, the n– substrate is normally connected to the most positive voltage. In these cases the substrate
connection is normally not shown in the symbol. However, for CMOS technologies, at least one of the two types
of transistors will be formed in a well substrate that need not be connected to one of the power supply nodes. For
example, an n-well process would form n-channel transistors in a  substrate encompassing the entire microcir-
cuit, while the p-channel transistors would be formed in many separate n-well substrates. In this case, most of the
n-well substrates would be connected to the most positive power supply, while some might be connected to other
nodes in the circuit (often the well is connected to the source of a transistor that is not connected to the power sup-
ply). In these cases, the symbol shown in Fig. 1.7(c) can be used to show the substrate connection explicitly. Note
that the arrow points from the p substrate region to the n-channel region, just like the arrow in the diode symbol
which points from the p anode to the n cathode region. It should be noted that this case is not encountered often in
digital circuits and is more common in analog circuits. Sometimes, in the interest of simplicity, the isolation of the
gate is not explicitly shown, as is the case of the symbol of Fig. 1.7(d). This simple notation is more common for

p–

Fig. 1.7 Commonly used symbols for n-channel transistors.

(a)  (b) (c) (d) (e) 

p  –
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16 Chapter 1 • Integrated-Circuit Devices and Modelling

digital circuits in which a large number of transistors are present. Since this symbol is also used for JFET transis-
tors, it will never be used to represent MOS transistors in this text. The last symbol, shown in Fig. 1.7(e), denotes
an n-channel depletion transistor. The extra line is used to indicate that a physical channel exists for a 0-V gate-
source voltage. Depletion transistors were used in older NMOS technologies but are not typically available in
CMOS processes.

Figure 1.8 shows some commonly used symbols for p-channel transistors. In this text, the symbol of
Fig. 1.8(a) will be most often used. The symbol in Fig. 1.8(c) is sometimes used in digital circuits, where the cir-
cle indicates that a low voltage on the gate turns the transistor on, as opposed to a high voltage for an n-channel
transistor Fig. 1.7(a). The symbols of Fig. 1.8(d) or Fig. 1.8(e) might be used in larger circuits where many tran-
sistors are present, to simplify the drawing somewhat. They will not be used in this text.

1.2.2 Basic Operation

The basic operation of MOS transistors will be described with respect to an n-channel transistor. First, consider
the simplified cross sections shown in Fig. 1.9, where the source, drain, and substrate are all connected to ground.
In this case, the MOS transistor operation is similar to a capacitor. The gate acts as one plate of the capacitor, and
the surface of the silicon, just under the thin insulating SiO2, acts as the other plate.

If the gate voltage is very negative, as shown in Fig. 1.9(a), positive charge will be attracted to the channel
region. Since the substrate was originally doped , this negative gate voltage has the effect of simply increasing
the channel doping to p+, resulting in what is called an accumulated channel. The n+ source and drain regions are
separated from the p+-channel region by depletion regions, resulting in the equivalent circuit of two back-to-back
diodes. Thus, only leakage current will flow even if one of the source or drain voltages becomes large (unless the
drain voltage becomes so large as to cause the transistor to break down).

In the case of a positive voltage being applied to the gate, the opposite situation occurs, as shown in
Fig. 1.9(b). For small positive gate voltages, the positive carriers in the channel under the gate are initially
repulsed and the channel changes from a  doping level to a depletion region. As a more positive gate voltage is
applied, the gate attracts negative charge from the source and drain regions, and the channel becomes an n region
with mobile electrons connecting the drain and source regions.6 In short, a sufficiently large positive gate-source
voltage changes the channel beneath the gate to an n region, and the channel is said to be inverted. 

The gate-source voltage, for which the concentration of electrons under the gate is equal to the concen-
tration of holes in the p– substrate far from the gate, is commonly referred to as the transistor threshold volt-
age and denoted  (for n-channel transistors). For gate-source voltages larger than , there is an n-type
channel present, and conduction between the drain and the source can occur. For gate-source voltages less
than , it is normally assumed that the transistor is off and no current flows between the drain and the
source. However, it should be noted that this assumption of zero drain-source current for a transistor that is

6. The drain and source regions are sometimes called diffusion regions or junctions for historical reasons. This use of the word junction 
is not synonymous with our previous use, in which it designated a pn interface of a diode.

Fig. 1.8 Commonly used symbols for p-channel transistors.

(a)  (b) (c) (d) (e)
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1.2 MOS Transistors 17

off is only an approximation. In fact, for gate voltages around , there is no abrupt current change, and for
gate-source voltages slightly less than , small amounts of subthreshold current can flow, as discussed in
Section 1.4.1.

When the gate-source voltage, , is larger than , the channel is present. As  is increased, the den-
sity of electrons in the channel increases. Indeed, the carrier density, and therefore the charge density, is propor-
tional to , which is often called the effective gate-source voltage and denoted . Specifically, define

(1.50)

The charge density of electrons is then given by

(1.51)

Here,  is the gate capacitance per unit area and is given by

(1.52)

Fig. 1.9 An n-channel MOS transistor. (a) , resulting in an accumulated channel (no current 
flow); (b) , and the channel is present (current flow possible from drain to source).
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18 Chapter 1 • Integrated-Circuit Devices and Modelling

where  is the relative permittivity of SiO2 (approximately 3.9) and  is the thickness of the thin oxide under
the gate. A point to note here is that (1.51) is only accurate when both the drain and the source voltages are zero. 

To obtain the total gate capacitance, (1.52) should be multiplied by the effective gate area, WL, where  is
the gate width and  is the effective gate length. These dimensions are shown in Fig. 1.10. Thus the total gate
capacitance, Cg, is given by

(1.53)

and the total charge of the channel, QT-n, is given by

(1.54)

The gate capacitance is one of the major load capacitances that circuits must be capable of driving. Gate capaci-
tances are also important when one is calculating charge injection, which occurs when a MOS transistor is being
turned off because the channel charge, , must flow from under the gate out through the terminals to other
places in the circuit.

Next, if the drain voltage is increased above 0 V, a drain-source potential difference exists. This difference
results in current flowing from the drain to the source.7 The relationship between VDS and the drain-source cur-
rent, ID, is the same as for a resistor, assuming VDS is small. This relationship is given [Sze, 1981] by

(1.55)

where  is the mobility of electrons near the silicon surface, and  is the charge concentration of the channel
per unit area (looking from the top down). Electron mobility is 0.14 m2/Vs in pure intrinsic silicon, decreasing
with increasing dopant concentrations to  m2/Vs in modern NMOS devices. Note that as the
channel length increases, the drain-source current decreases, whereas this current increases as either the charge
density or the transistor width increases. Using (1.54) and (1.55) results in

(1.56)

where it should be emphasized that this relationship is only valid for drain-source voltages near zero (i.e., VDS
much smaller than ).

7. The current is actually conducted by negative carriers (electrons) flowing from the source to the drain. Negative carriers flowing 
from source to drain results in a positive current from drain to source, .
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L

Fig. 1.10 The important dimensions of a MOS transistor.
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1.2 MOS Transistors 19

As the drain-source voltage increases, the channel charge concentration decreases at
the drain end. This decrease is due to the smaller gate-to-channel voltage difference across
the thin gate oxide as one moves closer to the drain. In other words, since the drain voltage is
assumed to be at a higher voltage than the source, there is an increasing voltage gradient
from the source to the drain, resulting in a smaller gate-to-channel voltage near the drain.
Since the charge density at a distance x from the source end of the channel is proportional to

, as  decreases, the charge density also decreases.8 This
effect is illustrated in Fig. 1.11. 

Note that at the drain end of the channel, we have

(1.57)

For small VDS, we saw from (1.56) that ID was linearly
related to VDS. However, as VDS increases, and the charge
density decreases near the drain, the relationship becomes
nonlinear. In fact, the linear relationship for ID versus VDS
flattens for larger VDS, as shown in Fig. 1.12.

As the drain voltage is increased, at some point the gate-to-
channel voltage at the drain end will decrease to the threshold
value —the minimum gate-to-channel voltage needed for n
carriers in the channel to exist. Thus, at the drain end, the chan-
nel becomes pinched off, as shown in Fig. 1.13. This pinch-off
occurs at VGD = Vtn, since the channel voltage at the drain end is
simply equal to VD. Thus, pinch-off occurs for

(1.58)

Denoting  as the drain-source voltage when the channel
becomes pinched off, we can substitute  into
(1.58) and find an equivalent pinch-off expression

(1.59)

8.  is the gate-to-channel voltage drop at distance x from the source end, with  being the same everywhere in the gate, 
since the gate material is highly conductive.

Key Point:  The relation-
ship between drain-source 
voltage and drain current 
of a MOS device is 
approximately linear 
when VDS << Veff.
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Fig. 1.11 The channel charge density for .
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versus VDS relationship is no longer linear.
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20 Chapter 1 • Integrated-Circuit Devices and Modelling

where  is given9 by

(1.60)

The current travelling through the pinched-off channel region is saturated, similar to a gas under pressure
travelling through a very small tube. If the drain-gate voltage rises above this critical pinch-off voltage of ,
the charge concentration in the channel remains constant (to a first-order approximation) and the drain current no
longer increases with increasing VDS. The result is the current-voltage relationship shown in Fig. 1.14 for a given
gate-source voltage. In the region of operation where , the drain current is independent of  and is
called the active region.10 The region where  changes linearly with  is called the triode region. When MOS
transistors are used in analog amplifiers, they almost always are biased in the active region. When they are used in
digital logic gates, they often operate in both regions.

It is sometimes necessary to distinguish between transistors in weak, moderate, and strong inversion. As just
discussed, a gate-source voltage greater than  results in an inverted channel, and drain-source current can flow.
However, as the gate-source voltage is increased, the channel does not become inverted (i.e., n-region) suddenly,

9. Because of the body effect, the threshold voltage at the drain end of the transistor is increased, resulting in the true value of  
being slightly lower than .
10. The active region may also be called the saturation region, but this can lead to confusion because in the case of bipolar transistors, 
the saturation region occurs for small , whereas for MOS transistors it occurs for large . Moreover, we shall see that the drain 
current does not truly saturate, but continues to increase slightly with increasing drain-source voltage.
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Fig. 1.13 When VDS is increased so that , the channel becomes pinched off at the 
drain end.
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1.2 MOS Transistors 21

but rather gradually. Thus, it is useful to define three regions of channel inversion with respect to the gate-source
voltage. In most circuit applications, noncutoff MOSFET transistors are operated in strong inversion, with

 (many prudent circuit designers use a minimum value of ). As the name suggests, strong
inversion occurs when the channel is strongly inverted. It should be noted that all the equation models in this sec-
tion assume strong inversion operation. Weak inversion occurs when  is approximately  or more
below  and is discussed as subthreshold operation in Section 1.4.1. Finally, moderate inversion is the region
between weak and strong inversion.

1.2.3 Large-Signal Modelling

The triode region equation for a MOS transistor relates the drain current to the gate-source and drain-source volt-
ages. It can be shown (see Appendix) that this relationship is given by 

(1.61)

As VDS increases, ID increases until the drain end of the channel becomes pinched off, and then ID no longer
increases. This pinch-off occurs for , or approximately, 

(1.62)

Right at the edge of pinch-off, the drain current resulting from (1.61) and the drain current in the active region
(which, to a first-order approximation, is constant with respect to ) must have the same value. Therefore, the
active region equation can be found by substituting (1.62) into (1.61), resulting in

(1.63)

For , the current stays constant at the value given by (1.63), ignoring
second-order effects such as channel-length modulation. This equation is perhaps
the most important one that describes the large-signal operation of a MOS tran-
sistor. It should be noted here that (1.63) represents a square-law current–voltage
relationship for a MOS transistor in the active region. In the case of a BJT tran-
sistor, an exponential current–voltage relationship exists in the active region.

As just mentioned, (1.63) implies that the drain current, ID, is independent of the drain-source voltage. This
independence is only true to a first-order approximation. The major source of error is due to the channel length
shrinking as VDS increases. To see this effect, consider Fig. 1.15, which shows a cross section of a transistor in the
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22 Chapter 1 • Integrated-Circuit Devices and Modelling

active region. A pinched-off region with very little charge exists between the drain and the channel. The voltage at
the end of the channel closest to the drain is fixed at . The voltage difference between the drain
and the near end of the channel lies across a short depletion region often called the pinch-off region. As VDS
becomes larger than , this depletion region surrounding the drain junction increases its width in a square-root
relationship with respect to VDS. This increase in the width of the depletion region surrounding the drain junction
decreases the effective channel length. In turn, this decrease in effective channel length increases the drain current,
resulting in what is commonly referred to as channel-length modulation.

To derive an equation to account for channel-length modulation, we first make use of (1.11) and denote the
width of the depletion region by , resulting in

(1.64)

where

(1.65)

and has units of . Note that  is used here since the n-type drain region is more heavily doped than the
p-type channel (i.e., ). By writing a Taylor approximation for ID around its operating value of

, we find ID to be given by

(1.66)

where  is the drain current when , or equivalently, the drain current when the channel-length mod-
ulation is ignored. Note that in deriving the final equation of (1.66), we have used the relationship

. Usually, (1.66) is written as

(1.67)

where  is the output impedance constant (in units of V–1) given by

(1.68)

Equation (1.67) is accurate until  is large enough to cause second-order effects, often called short-channel
effects. For example, (1.67) assumes that current flow down the channel is not velocity-saturated, in which case
increasing the electric field no longer increases the carrier speed. Short-channel effects cause  to deviate from
the result predicted by (1.67) and are discussed in Section 1.4. Of course, for quite large values of , the tran-
sistor will eventually break down.

A plot of  versus  for different values of  is shown in Fig. 1.16. Note that in the active region, the
small (but nonzero) slope indicates the small dependence of  on .
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1.2 MOS Transistors 23

EXAMPLE 1.8

Find  for an n-channel transistor that has doping concentrations of ND = ,
, , , , Vtn = , and

. Assuming  remains constant, estimate the new value of  if  is increased by .

Solution
From (1.65), we have

which is used in (1.68) to find  as

Using (1.67), we find for ,

In the case where , we have

Note that this example shows almost a 10 percent increase in drain current for a 0.5 V increase in drain-source
voltage.
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1.2.4 Body Effect

The large-signal equations in the preceding section were based on the assumption
that the source voltage was the same as the body voltage (i.e., the substrate or
bulk voltage or an NMOS device). However, often the source and body can be at
different voltages. Looking at Fig. 1.11, it is evident that the body is capacitively
coupled to the channel region just as the gate is, albeit through the junction
capacitance between them instead of the gate-oxide capacitance.11 Hence, the
amount of charge in the channel and conduction through it is influenced by the
potential difference between body and source.

Typically called the body effect, the influence of the body potential on the channel is modelled as an increase
in the threshold voltage, , with increasing source-to-body reverse-bias voltage. The body effect is more impor-
tant for transistors in a well of a CMOS process where the body terminal’s doping concentration is higher and the
resulting junction capacitance between body and channel is larger. The body effect is often important in analog
circuit designs and should not be ignored.

To account for the body effect, it can be shown (see Appendix at the end of this chapter) that the threshold
voltage of an n-channel transistor is now given by

(1.69)

where  is the threshold voltage with zero  (source-to-body voltage),  is the Fermi
potential of the body, and 

(1.70)

The factor γ is often called the body-effect constant and has units of . Notice that γ is proportional to ,12 so
the body effect is larger for transistors in a well where typically the doping is higher than the substrate of the
microcircuit.

1.2.5 p-Channel Transistors

All of the preceding equations have been presented for n-channel enhancement transistors. In the case of
p-channel transistors, these equations can also be  used if a neg ative sign is placed in front of eve ry voltage
variable. Thus,  becomes ,  becomes ,  becomes , and so on. The condition required for
conduction is now , where  is now a negative quantity for an enhancement p-channel transistor.13

The requirement on the source-drain voltage for a p-channel transistor to be in the active region is
. The equations for , in both regions, remain unchanged, because all voltage variables are

squared, resulting in positive hole current flow from the source to the drain in p-channel transistors.

11. In fact, JFETs intentionally modulate the conducting channel via a junction capacitance, hence their name: Junction Field-Effect
Transistors.
12. For an n-channel transistor. For a p-channel transistor,  is proportional to the square root of .
13. It is possible to realize depletion p-channel transistors, but these are of little value and seldom worth the extra processing involved.
Depletion n-channel transistors are also seldom encountered in CMOS microcircuits, although they might be worth the extra processing
involved in some applications, especially if they were in a well.

Key Point:  The body effect 
is the influence of the body 
potential on the channel, 
modelled as an increase in 
the threshold voltage, Vtn, 
with increasing source-to-
body reverse-bias.
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1.2 MOS Transistors 25

1.2.6 Low-Frequency Small-Signal Modelling in the Active Region

The most commonly used low-frequency small-signal model for a MOS transistor operating in the active region
shown in Fig. 1.17. The voltage-controlled current source, , is the most important component of the
model, with the transistor transconductance gm defined as

(1.71)

In the active region, we use (1.63), which is repeated here for convenience,

(1.72)

and we apply the derivative shown in (1.71) to obtain

(1.73)

or equivalently,

(1.74)

where the effective gate-source voltage, , is defined as . Thus, we see that the transconduc-
tance of a MOS transistor is directly proportional to .

Sometimes it is desirable to express gm in terms of  rather than . From (1.72), we have

(1.75)

The second term in (1.75) is the effective gate-source voltage, , where

(1.76)

Substituting (1.76) in (1.74) results in an alternative expression for .

Fig. 1.17 The low-frequency, small-signal model for an active MOS transistor.
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(1.77)

Thus, the transistor transconductance is proportional to  for a MOS transistor.14 
A third expression for  is found by rearranging (1.77) and then using (1.76) to obtain

(1.78)

Note that this expression is independent of  and , and it relates
the transconductance to the ratio of drain current to effective gate-source
voltage. However, it can cause some confusion for new analog designers as
it appears to indicate that transconductance is proportional to drain current,
whereas (1.77) indicates a square-root relationship. This discrepancy is
resolved by recognizing that increasing  while keeping  constant
implies a proportional increase in . Hence, (1.77) is useful for anal-
ysis where the transistor sizes are given whereas the simple expression in
(1.78) can be quite useful during an initial circuit design when the transis-
tor sizes are yet to be determined.

Design often begins with a set of transistor voltage–current measure-
ments, obtained either by experiment or simulation, from which the designer may estimate the device constants

, , etc. based on the relationships presented above.

EXAMPLE 1.9

The drain current for a particular NMOS device with an aspect ratio  is plotted in Fig. 1.18(a) versus
 for constant drain, source, and body voltages. From this data, estimate  and .

Solution
Taking the derivative of Fig. 1.18(a) gives the plot of  in Fig. 1.18(b). Based on the square-law
equation (1.74), this plot should be linear in the active region intersecting the line  at . Hence,
extrapolating the linear portion of the curve in Fig. 1.18(b) provides an intersection at . In this case,

. Furthermore, (1.73) shows that the slope of the  versus  curve should be  in
active operation. In Fig. 1.18(b) this slope is approximately  which translates to a value of

. These are approximate values, particularly since (1.74) is derived without considering
channel-length modulation. However, these values are very useful during design for quickly and roughly estimat-
ing the device sizes, currents and voltages required to obtain a desired .

The second voltage-controlled current-source in Fig. 1.17, shown as , models the body effect on the
small-signal drain current, id. When the source is connected to small-signal ground, or when its voltage does not
change appreciably, then this current source can be ignored. When the body effect cannot be ignored, we have

(1.79)

14. Whereas it is proportional to IC for a BJT.
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From (1.72) we have

(1.80)

Using (1.69), which gives  as

(1.81)

we have

(1.82)

The negative sign of (1.80) is eliminated by subtracting the current  from the major component of the drain
current, , as shown in Fig. 1.17. Thus, using (1.80) and (1.82), we have

(1.83)

Note that although  is nonzero for , if the source is connected to the bulk  is zero and  may be
excluded from the model. However, if the source happens to be biased at the same potential as the bulk but is not
directly connected to it, then the effect of  should be taken into account since there may be nonzero small
signals, .

The resistor, rds, shown in Fig. 1.17, accounts for the finite output impedance (i.e., it models the channel-
length modulation and its effect on the drain current due to changes in ). Using (1.67), repeated here for
convenience,

 (1.84)
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we have

(1.85)

where the approximation assumes  is small, such that we can approximate the drain bias current as being the
same as . Thus,

(1.86)

where

(1.87)

and

(1.88)

Substituting (1.87) into (1.86) reveals that  is proportional to . It should be
noted here that (1.86) is often empirically adjusted to take into account second-
order effects.

EXAMPLE 1.10

Derive the low-frequency model parameters for an n-channel transistor that has doping concentrations of
, , , W/L = , ,

, and . Assume  and . What is the new value of  if the
drain-source voltage is increased by 0.5 V?

Solution
Since these parameters are the same as in Example 1.8, we have

The Fermi potential of the body at room temperature with  is 
, and from (1.83) we have

Note that this source-bulk transconductance value is about 1/9th that of the gate-source transconductance. For ,
we use (1.86) to find

1
rds

------ gds
∂ID

∂VDS

------------ λ
μnCox

2
--------------⎝ ⎠

⎛ ⎞ W
L
-----⎝ ⎠

⎛ ⎞ VGS Vtn–( )2 λID-sat λID≅= = = =

λ
ID-sat

rds
1

λID

--------≅

λ kds

2L VDS Veff– Φ0+
---------------------------------------------=

kds
2Ksε0

qNA

--------------=

Key Point:  Small signal rds 
is proportional to L/ID.

rds L ID⁄

ND 1025 electrons/m3= NA 5 1022×  holes/m3= μnCox 270 μA V2⁄= 5 μm 0.5 μm⁄ VGS 0.8 V=
Vtn 0.45 V= VDS Veff= γ 0.25 V= VSB 0.5 V= rds

gm
2ID

Veff

-------- 2 165 μA×
0.35 V

---------------------------- 0.94 mA V⁄= = =

NA 5 1022×  holes/m3= φF kT q⁄( )=
NA ni⁄( )ln 0.38 V≅

gs
0.25 0.94 10 3–××

2 0.5 0.766+
------------------------------------------- 0.104 mA V⁄= =

rds
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Recalling that , if  is increased to 0.85 V, the new value for  is

resulting in a new value of  given by

EXAMPLE 1.11

Plotted in Fig. 1.19(a) is the drain current of a particular NMOS device versus its  with constant gate, source,
and body voltages. From this data, estimate the device parameter .

Solution
First, rearrange (1.85) into

.

Hence, a plot of  versus  for a constant value of  will be roughly flat in strong
inversion providing a rough estimate of . This is done for the present example in Fig. 1.19(b) yielding a value of

. Estimates obtained in this way are only approximate since  is subject to many higher-order
effects, especially at short channel lengths where  may change by 50% or even more.

rds
1

0.171 165 10 6–××
-------------------------------------------- 35 kΩ= =

Veff 0.35 V= VDS λ

λ 162 10 9–×

2 0.5 10 6–×( ) 1.4
------------------------------------------- 0.137 V 1–= =

rds

rds
1

λID2

---------- 1
0.137 180 10 6–××
-------------------------------------------- 41 kΩ≅= =

VDS

λ

λ gds

ID-sat

---------- ID∂
VDS∂

------------⎝ ⎠
⎛ ⎞ 1

ID-sat

----------= =

gds ID⁄ ID∂ VDS∂⁄( ) ID⁄= VDS VGS

λ
λ 0.45 V 1–= rds

λ
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Fig. 1.19 Estimation of  from transistor voltage–current data.λ
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An alternate low-frequency model, known as a T model, is shown in Fig. 1.20. This T model can often result in
simpler equations and is most often used by experienced designers for a quick analysis. At first glance, it might
appear that this model allows for nonzero gate current, but a quick check confirms that the drain current must always
equal the source current, and, therefore, the gate current must always be zero. For this reason, when using the
T model, one assumes from the beginning that the gate current is zero.

EXAMPLE 1.12

Find the T model parameter, , for the transistor in Example 1.10.

Solution
The value of  is simply the inverse of , resulting in

 

The value of  remains the same, either  kΩ or  kΩ, depending on the drain-source voltage.

1.2.7 High-Frequency Small-Signal Modelling in the Active Region

A high-frequency model of a MOSFET in the active region is shown in Fig. 1.21. Most of the capacitors in the
small-signal model are related to the physical transistor. Shown in Fig. 1.22 is a cross section of a MOS transistor,
where the parasitic capacitances are shown at the appropriate locations. The largest capacitor in Fig. 1.22 is .
This capacitance is primarily due to the change in channel charge as a result of a change in VGS. It can be shown
[Tsividis, 1987] that Cgs is approximately given by

(1.89)

vg

vs

vd

rs
1

gm

------=

is

is

rds

Fig. 1.20 The small-signal, low-frequency T model for an active MOS transistor (the body effect is 
not modelled).

rs

rs gm

rs
1

gm

------ 1
0.94 10 3–×
-------------------------- 1.06 kΩ= = =

rds 35 41

Cgs

Cgs
2
3
---WLCox≅
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1.2 MOS Transistors 31

When accuracy is important, an additional term should be added to (1.89) to take into account the overlap
between the gate and source junction, which should include the fringing capacitance (fringing capacitance is due
to boundary effects). This additional component is given by

(1.90)

where Lov is the effective overlap distance and is usually empirically derived15.
Thus,

(1.91)

when higher accuracy is needed.

15. Part of the overlap capacitance is due to fringe electric fields, and therefore  is usually taken larger than its actual physical 
overlap to more accurately give an effective value for overlap capacitances.

Cov WLovCox=

Key Point:  In a MOSFET, 
the largest parasitic capac-
itance is Cgs, proportional 
to gate area WL and via 
Cox inversely proportional 
to oxide thickness.

Fig. 1.21 The small-signal model for a MOS transistor in the active region.

vg

vgs
gmvgs

Cgd

Cgs

vd

gsvs rds Cdb

vS
Csb

id

is

Fig. 1.22 A cross section of an n-channel MOS transistor showing the small-signal capacitances.
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32 Chapter 1 • Integrated-Circuit Devices and Modelling

The next largest capacitor in Fig. 1.22 is , the capacitor between the source and the substrate. This capac-
itor is due to the depletion capacitance of the reverse-biased source junction, and it includes the channel-to-bulk
capacitance (assuming the transistor is on). Its size is given by

(1.92)

where As is the area of the source junction, Ach is the area of the channel (i.e., WL) and Cjs is the depletion capac-
itance of the source junction, given by

(1.93)

Note that the total area of the effective source includes the original area of the junction (when no channel is
present) plus the effective area of the channel.

The depletion capacitance of the drain is smaller because it does not include the channel area. Here, we have

(1.94)

where

(1.95)

and Ad is the area of the drain junction.
The capacitance Cgd, sometimes called the Miller capacitance, is important when there is a large voltage gain

between gate and drain. It is primarily due to the overlap between the gate and the drain and fringing capacitance.
Its value is given by

(1.96)

where, once again, Lov is usually empirically derived.
Two other capacitors are often important in integrated circuits. These are the

source and drain sidewall capacitances,  and . These capacitances can
be large because of some highly doped  regions under the thick field oxide
called field implants. The major reason these regions exist is to ensure there is no
leakage current between transistors. Because they are highly doped and they lie
beside the highly doped source and drain junctions, the sidewall capacitances can
result in large additional capacitances that must be taken into account in determin-
ing Csb and Cdb. The sidewall capacitances are especially important in modern
technologies as dimensions shrink. For the source, the sidewall capacitance
is given by

(1.97)

where Ps is the length of the perimeter of the source junction, excluding the side adjacent to the channel, and

(1.98)

C′sb

C′sb As Ach+( )Cjs=

Cjs
Cj0

1 VSB

Φ0

---------+

----------------------=

C′db AdCjd=

Cjd
Cj0

1 VDB

Φ0

---------+

-----------------------=

Cgd CoxWLov=

Key Point:  The gate-drain 
capacitance Cgd, also 
known as the Miller capac-
itance, is due to physical 
overlap of the gate and 
drain regions as well as 
fringing fields. It is espe-
cially important when there 
is a large voltage gain 
between gate and drain.

Cs-sw Cd-sw

p+

Cs-sw PsCj-sw=

Cj-sw
Cj-sw0

1 VSB

Φ0

---------+

-----------------------=
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1.2 MOS Transistors 33

It should be noted that Cj-sw0, the sidewall capacitance per unit length at 0-V bias voltage, can be quite large
because the field implants are heavily doped. 

The situation is similar for the drain sidewall capacitance, ,

(1.99)

where Pd is the drain perimeter excluding the portion adjacent to the gate.
Finally, the source-bulk capacitance, , is given by

(1.100)

with the drain-bulk capacitance, , given by

(1.101)

EXAMPLE 1.13

An n-channel transistor is modelled as having the following capacitance parameters: ,
, , . Find the capacitances  Cgs,

Cgd, Cdb, and Csb for a transistor having  and . Assume the source and drain junctions
extend  beyond the gate, so that the source and drain areas are   and the perimeter of
each is .

Solution
We calculate the various capacitances as follows:

Note that the source-bulk and drain-bulk capacitances are significant compared to the gate-source capacitance,
in this case 1 – 2 fF/μm width compared with 2.7 fF/μm for . Thus, for high-speed circuits, it is important to
keep the areas and perimeters of drain and source junctions as small as possible (possibly by sharing junctions
between transistors, as seen in the next chapter).

1.2.8 Small-Signal Modelling in the Triode and Cutoff Regions

The low-frequency, small-signal model of a MOS transistor in the triode region (which is sometimes referred to as
the linear region) is a voltage-controlled resistor with , or equivalently , used as the control terminal. Using
(1.61), the large-signal equation for ID in the triode region,

(1.102)

Cd-sw

Cd-sw PdCj-sw=

Csb

Csb C′sb Cs-sw+=

Cdb

Cdb C′db Cd-sw+=

Cj 2.4 10 4–×=  pF μm( )2⁄
Cj-sw 2.0 10 4–  × pF μm⁄= Cox 1.9 10 3 –× pF/ μm( )2= Cov 2.0 10 4–  × pF μm⁄=

W 100 μm= L 2 μm=
4 μm As = Ad 400 μm( )2=
Ps Pd 108 μm= =

Cgs
2
3
---⎝ ⎠

⎛ ⎞ WLCox Cov W×+ 0.27 pF = =

Cgd Cov W× 0.02 pF= =

Csb Cj As WL+( ) Cj-sw Ps×( )+ 0.17 pF= =

Cdb Cj Ad×( ) Cj-sw Pd×( )+ 0.12 pF= =

Cgs

VGS Veff

ID μnCox
W
L
-----

⎝ ⎠
⎜ ⎟
⎛ ⎞

VGS Vtn–( )VDS
VDS

2

2
---------–[ ]=
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34 Chapter 1 • Integrated-Circuit Devices and Modelling

results in

(1.103)

where  is the small-signal drain-source resistance (and  is the conductance). For the common case of VDS
near zero, we have

(1.104)

which is similar to the ID-versus-VDS relationship given earlier in (1.56).

EXAMPLE 1.14

For the transistor of Example 1.10, find the triode model parameters when  is near zero.

Solution
From (1.104), we have

Note that this conductance value is the same as the transconductance of the transistor, , in the active region. The
resistance, , is simply , resulting in .

 The accurate small-signal modelling of the high-frequency operation of a transistor in the triode region is
nontrivial (even with the use of a computer simulation). A moderately accurate model is shown in Fig. 1.23,
where the gate-to-channel capacitance and the channel-to-substrate capacitance are modelled as distributed ele-
ments. However, the I-V relationships of the distributed RC elements are highly nonlinear because the junction
capacitances of the source and drain are nonlinear depletion capacitances, as is the channel-to-substrate capaci-
tance. Also, if VDS is not small, then the channel resistance per unit length should increase as one moves closer
to the drain. This model is much too complicated for use in hand analysis.

1
rds

------ gds
∂ID

∂VDS

------------ μnCox
W
L
-----⎝ ⎠

⎛ ⎞ VGS Vtn– VDS–( )= = =

rds gds

gds
1
rds

------ μnCox
W
L
-----

⎝ ⎠
⎜ ⎟
⎛ ⎞

VGS Vtn–( ) μnCox
W
L
-----

⎝ ⎠
⎜ ⎟
⎛ ⎞

Veff= = =

VDS

gds 270 10 6–× 5
0.5
-------⎝ ⎠

⎛ ⎞ 0.35×× 0.94 mA V⁄= =

gm

rds 1 gds⁄ rds 1.06 kΩ=

Fig. 1.23 A distributed RC model for a transistor in the triode region.
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1.2 MOS Transistors 35

A simplified model often used for small VDS is shown in
Fig. 1.24, where the resistance, rds, is given by (1.104). Here,
the gate-to-channel capacitance has been evenly divided
between the source and drain nodes,

(1.105)

Note that this equation ignores the gate-to-junction overlap
capacitances, as given by (1.90), which should be taken into
account when accuracy is very important. The channel-to-
substrate capacitance has also been divided in half and shared
between the source and drain junctions. Each of these capaci-
tors should be added to the junction-to-substrate capacitance
and the junction-sidewall capacitance at the appropriate node.
Thus, we have

(1.106)

and

(1.107)

Also,

(1.108)

and

(1.109)

It might be noted that Csb is often comparable in size to Cgs due to its larger area and the sidewall capacitance.
When the transistor turns off, the small-signal model changes considerably. A reasonable model is shown in

Fig. 1.25. Perhaps the biggest difference is that rds is now infinite. Another major difference is that Cgs and Cgd
are now much smaller. Since the channel has disappeared, these capacitors are now due to only overlap and fring-
ing capacitance. Thus, we have

(1.110)

However, the reduction of  and  does not mean that the total gate capacitance is necessarily smaller. We
now have a “new” capacitor, Cgb, which is the gate-to-substrate capacitance. This capacitor is highly nonlinear
and dependent on the gate voltage. If the gate voltage has been very negative for some time and the gate is accu-
mulated, then we have

(1.111)

Fig. 1.24 A simplified triode-region 
model valid for small . VDS
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36 Chapter 1 • Integrated-Circuit Devices and Modelling

If the gate-to-source voltage is around 0 V, then Cgb is equal to
Cox in series with the channel-to-bulk depletion capacitance and
is considerably smaller, especially when the substrate is lightly
doped. Another case where Cgb is small is just after a transistor
has been turned off, before the channel has had time to accumu-
late. Because of the complicated nature of correctly modelling

 when the transistor is turned off, equation (1.111) is usually
used for hand analysis as a worst-case estimate.

The capacitors Csb and Cdb are also smaller when the chan-
nel is not present. We now have

(1.112)

and

(1.113)

1.2.9 Analog Figures of Merit and Trade-offs

With so many device constants and small-signal model parameters, it is sometimes useful to have a single number
that captures some key aspect of transistor performance. Two such figures of merit are considered in this section:
intrinsic gain, which relates to the transistor’s low-frequency small-signal performance; and intrinsic speed,
related to the transistor’s high-frequency small-signal performance.

The intrinsic g ain of a transistor is a measure of the maximum possible low-frequency small-signal
voltage gain it can provide. The voltage gain of a transistor is generally maximized by operating it in the
active mode with the source terminal (small-signal) grounded, the input applied to the gate, and the output
observed at the drain terminal, as shown in Fig. 1.26(a). In order to maximize gain, an ideal current source
is used to provide the drain current so that the only load the drain terminal sees is the transistor itself.
Measured in this way, the intrinsic gain is closely related to the gain provided by several important single-
stage amplifier stages discussed in later sections, such as common-source amplifiers and differential pairs
with active loads.

Fig. 1.25 A small-signal model for a 
MOSFET that is turned off.

CdbCsb

Vg

VdVs

CgdCgs

Cgb Cgb

Csb-0 AsCj0=

Cdb-0 AdCj0=

Fig. 1.26 The circuit used to characterize transistor intrinsic gain: a) complete circuit; b) dc small-
signal equivalent.
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1.2 MOS Transistors 37

The small-signal equivalent circuit at dc simplifies to that shown in Fig. 1.26(b). The transistor’s intrinsic
gain is therefore,

(1.114)

Substituting the expressions for  from equation (1.78) and  from (1.86) gives a simple expression for transis-
tor intrinsic gain dependent on only a few device parameters.

(1.115)

The intrinsic gain in the active mode will be somewhat larger than this because (1.115) assumes 
whereas in fact  which is somewhat larger.

This reveals two important general conclusions about analog design: first, that to maximize dc gain, transis-
tors should be operated with small values of ; second, since  is inversely proportional to gate length , as
shown in equation (1.87), intrinsic gain is maximized by taking long gate lengths.

EXAMPLE 1.15

Calculate the intrinsic gain of the transistor in Example 1.10 when in active mode.

Solution
The intrinsic gain is obtained by substituting the values for  and  calculated in Example 1.10 into (1.114).

This is the largest voltage gain this single transistor can achieve under these operating bias conditions.

The unity-gain frequency of a transistor, , is intended to provide some measure of the maximum operating
frequency at which a transistor might prove useful. It is the most common (though not the only) measure of tran-
sistor intrinsic speed. As with intrinsic gain,  is measured in the common-source configuration because of its
broad relevance to both analog and digital design. An idealized measurement setup is shown in Fig. 1.27(a). Bias

Ai
vout

vin

-------- gmrds= =

gm rds

Ai
2ID

Veff

-------- 1
λID

-------⋅≅ 2
λVeff

------------=

rds 1 λID⁄≅
rds 1 λID ,sat⁄≅

Veff λ L

gm rds

Ai gmrds 32.9= =

ft

ft

Fig. 1.27 The circuit used to characterize transistor intrinsic speed: (a) complete circuit; 
(b) high-frequency small-signal equivalent.
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38 Chapter 1 • Integrated-Circuit Devices and Modelling

voltages  and  are applied to the gate and drain, respectively. A sinusoidal signal, , with very small
amplitude is superimposed on the gate voltage. This gives rise to small sinusoidal currents:  which charges and
discharges the gate capacitances in response to ; and  which is a small signal current superimposed on the dc
drain current, . The unity-gain frequency is defined as the maximum frequency at which the amplitude of the
output small-signal current, , exceeds that of the input current, . Although conceptually simple, this
measurement is notoriously difficult to perform in the lab since the frequencies involved are high and any parasitic
capacitances in the measurement setup will influence the result.

A first-order analytical solution for the transistor  follows straightforwardly from an analysis of the small-
signal equivalent circuit in Fig. 1.27(b), which is left as an exercise for the reader.

(1.116)

Although the accuracy of (1.116) is limited, we will adopt this expression as our definition of  because it is com-
pact and closely related to the bandwidth of many important circuits we shall study.

Clearly, transistor intrinsic speed is dependent on biasing. Substituting (1.74) and (1.89) into (1.116) and
assuming  gives the following approximate result for the unity-gain frequency of a transistor:

(1.117)

As with intrinsic gain, some important fundamental conclusions about analog
design are revealed by (1.117). First, for operation at high-speed, device para-
sitic capacitances should be minimized, which implies minimizing the device
gate length, . Second, speed is maximized by biasing with high values of .
These requirements are in direct conflict with those outlined for maximizing
transistor intrinsic gain.

1.3 DEVICE MODEL SUMMARY
As a useful aid, all of the equations for the large-signal and small-signal modelling of diodes and MOS transistors,
along with values for the various constants, are listed in the next few pages.

1.3.1 Constants

VGS VDS vin

iin
vin iout

ID

iout iin

ft

ft
gm

2π Cgs Cgd+( )
-----------------------------------≈

ft

Cgs Cgd»

ft
μnCox W L⁄( )Veff

2πCoxW 2 3⁄( )L
-----------------------------------------≈ 3μnVeff

4πL2
-----------------=

Key Point:  For operation with 
high gain, transistors should 
have long gate lengths and be 
biased with low Veff. For high 
speed, the opposite is desirable: 
small L and high Veff.

L Veff

q 1.602 10 19–×  C= k 1.38 10 23–×  JK 1–=

ni 1.1 1016 × carriers/m3 at T 300 °K= = ε0 8.854 10 12–×  F m⁄=

Kox 3.9≅ Ks 11.8≅
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1.3.2 Diode Equations

Reverse-Biased Diode (Abrupt Junction)

Forward-Biased Diode

Small-Signal Model of Forward-Biased Diode
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1.3.3 MOS Transistor Equations

The following equations are for n-channel devices—for p-channel devices, put negative signs in front of all volt-
ages. These equations do not account for short-channel effects (i.e., ).

Triode Region ( , )

Small-Signal Model in Triode Region (for )
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ID μnCox
W
L
-----⎝ ⎠

⎛ ⎞ VGS Vtn–( )VDS
VDS

2

2
---------–=

Veff VGS Vtn–= Vtn Vtn-0 γ VSB 2φF+ 2φF–( )+=

φF
kT
q

-------ln NA

ni

------⎝ ⎠
⎛ ⎞= γ 2qKsiε0NA

Cox

------------------------------=

Cox
Koxε0

tox

-------------=

VDS << Veff

Vg

Cgs

Vs

Csb Cdb

Vd

Cgdrds

rds
1

μnCox
W
L
-----⎝ ⎠

⎛ ⎞ Veff

----------------------------------=

Cgd Cgs
1
2
---WLCox WLovCox+≅= Csb Cdb

Cj0 As WL 2⁄+( )

1 Vsb

Φ0

--------+

-----------------------------------------= =

c01.fm  Page 40  Sunday, October 23, 2011  3:45 PM



1.3 Device Model Summary 41

Active (or Pinch-Off) Region ( , )

Small-Signal Model (Active Region)
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1.4 ADVANCED MOS MODELLING
The square-law relationship between effective gate-source voltage and drain current expressed in equation (1.67) is
only valid for active operation in strong inversion. For very small (and negative) values of , MOS devices operate
in weak inversion, also called subthreshold operation, where an exponential voltage-current relationship holds. For
large values of , a combination of effects give rise to a sub-square-law voltage–current relationship. Both are con-
sidered in this section. Other advanced modelling concepts that an analog microcircuit designer is likely to encounter
are also covered, including parasitic resistances, short channel effects, and leakage currents.

1.4.1 Subthreshold Operation

The device equations presented for active or triode region MOS transistors in
the preceding sections are all based on the assumption that  is greater than
about  and the device is in strong inversion. When this is not the case,
the accuracy of the square-law equations is poor. For negative values of ,
the transistor is in weak inversion and is said to be operating in the subthreshold
region. In this regime, the dominant physical mechanism for conduction
between drain and source is diffusion, not drift as in strong inversion, and the
transistor is more accurately modelled by an exponential relationship between
its control voltage (at the gate) and current, somewhat similar to a bipolar tran-
sistor. In the subthreshold region, the drain current is approximately given by an
exponential relationship.

(1.118)

where

(1.119)

(1.120)

and it has been assumed that  and . Not captured here is drain-induced barrier lowering, a
short-channel effect that causes subthreshold current to also depend on drain-source voltage.
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Key Point:  In subthreshold 
operation, also called weak 
inversion, transistors obey 
an exponential voltage–
current relationship 
instead of a square-law. 
Hence, a small but finite 
current flows even when 
VGS = 0.
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1.4 Advanced MOS Modelling 43

Plotting drain current on a logarithmic axis versus  in the subthreshold regime gives a straight line. The
inverse of this slope, called the subthreshold slope  and equal to , is a measure of
the voltage change in  required to effect an order-of-magnitude change in subthreshold drain current.

Also note that the current does not drop to zero even when . This residual drain current is called
subthreshold leakage and considering equation (1.118) is given by

(1.121)

Equation (1.121) reveals a complex temperature dependence due to the explicit inclusion of absolute temperature
( ), and due to the temperature dependence of carrier mobility ( ) and threshold voltage ( ). In general, sub-
threshold leakage increases significantly with temperature and is often a dominant source of power consumption
in analog circuits that are temporarily powered down or in standby.

EXAMPLE 1.16

A transistor has a subthreshold leakage current of  at 300 K. How much must  decrease to reduce
 to 1 nA?

Solution
From (1.118), it is evident that to decrease subthreshold drain current by a factor of 10 requires that 
decrease by  at room temperature. This can be achieved either by decreasing

, or increasing .

The transconductance of a transistor in the subthreshold region is determined by taking the derivative of
(1.118) with respect to  resulting in

(1.122)

Note that for fixed drain current, , the transconductance in subthreshold is independent of . Normalizing the
transconductance with respect to the drain current yields a constant value in subthreshold,

(1.123)

As  is increased well beyond , the MOS device enters strong inversion and
the transconductance then decreases in inverse proportion to , as indicated by
(1.78). Hence, for a fixed drain current, transconductance of a MOS device is
maximized in the subthreshold region with the value given in (1.122). In other
words, a targeted value of transconductance can be achieved with less drain cur-
rent in the subthreshold region than in strong inversion. However, to achieve prac-
tically useful values of transconductance in the subthreshold region requires a
transistor with a very large aspect ratio, . Such large aspect ratios generally imply large parasitic capacitances
making very high-speed operation difficult. Therefore, subthreshold operation is useful primarily when speed can
be sacrificed for lower drain currents and, hence, generally lower power consumption.
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44 Chapter 1 • Integrated-Circuit Devices and Modelling

The transition between subthreshold and strong inversion is not abrupt. For a broad range of gate-source volt-
ages, both diffusion and drift currents with comparable magnitudes exist making accurate device modeling in this
region notoriously difficult. This is generally referred to as moderate inversion. To get a feel for what gate-source
voltages imply moderate inversion, equate the expressions for  in active mode (1.78) and  (1.122) and
solve for  resulting in

(1.124)

At room temperature and assuming , moderate inversion occurs around , increasing to
approximately 90 mV at 350 K. Hence, to ensure operation in strong inversion, prudent designers generally take

.

EXAMPLE 1.17

Estimate the value of  from the data for the NMOS device in Example 1.9 at .

Solution
The logarithmic plot of  versus  in Fig. 1.28(a) has a slope equal to  which in this case can be
used to estimate . The dashed line shows a reasonable fit with . This estimate can be confirmed by look-
ing at the plot of  also on Fig. 1.28(b), which should reach a maximum of  in subthreshold. Again,
the dashed line with  is a reasonable approximation. Also shown on that plot is the result for the square-
law model based on (1.78) based on the threshold voltage of  obtained in Example 1.9. Note that the
two regions intersect at .

1.4.2 Mobility Degradation

Transistors subjected to large electric fields experience a degradation in the effective mobility of their carriers.
Large lateral electric fields, as shown in Fig. 1.29 for an NMOS device, accelerate carriers in the channel up to a
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Fig. 1.28 Drain current and transconductance of a MOS device in subthreshold.
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1.4 Advanced MOS Modelling 45

maximum velocity, approximately 107 cm/s in silicon. This is referred to as velocity saturation. Vertical electric
fields greater than approximately 5·106 V/m cause the effective channel depth to decrease and also cause more
charge-carrier collisions.

For the purposes of design, these effects may be modeled together by an effective carrier mobility that
decreases at high ,

(1.125)

where  and  are device parameters. Substituting the effective carrier mobility, , from (1.125) in place of
 in equation (1.72) gives a new expression for the drain current incorporating mobility degradation.

(1.126)

For small values of , the final term in equation (1.126) approaches unity and the entire expression simplifies to
the square-law relationship in (1.72). For values of , the final term in (1.126) approaches 
resulting in a linear relationship between effective gate-source voltage and current. Taking the derivative of
(1.126) with respect to gate-source voltage assuming large  gives a small-signal transconductance that is inde-
pendent of drain current,

(1.127)

Equation (1.127) establishes the maximum transconductance achievable with a given transistor. A square-law
model for transconductance (1.73) predicts a transconductance equal to (1.127) when . Due to mobil-
ity degradation, increases in  beyond :

• fail to provide significant increases in small-signal transconductance,
• reduce the available signal swing limited by the fixed supply voltages, and
• reduce transistor intrinsic gain  dramatically

Fig. 1.29 An NMOS device in active mode (saturation) identifying the lateral and vertical electric 
field components.
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46 Chapter 1 • Integrated-Circuit Devices and Modelling

For these reasons, operation under mobility degradation is generally avoided in analog design, although this is
becoming increasingly difficult in modern CMOS processes. Transistors are, however, sometimes biased with

 when their size must be limited. For example, when very-high frequency operation is sought, para-
sitic capacitances must be minimized by keeping all transistor dimensions as small as possible.

For operating conditions around , more sophisticated modeling is
required to obtain high accuracy [Sodini, 1984]. However, a piecewise-linear
assumption whereby (1.73) is applied when  and (1.127) when

 is often sufficient for first pass design.
In the past, mobility degradation appeared only at extremely large values of

, but this is no longer always the case. Shrinking MOS device dimensions
have meant that lower voltages are required to generate the critical electric
fields. The value of  increases from around  for a 0.8-μm-long transis-

tor in a 0.8-μm CMOS process, to greater than 2 V–1 for minimum-sized devices in modern CMOS processes.
Hence, mobility degradation can appear at  values of only a few hundred mV. Since (1.124) places a funda-
mental lower limit of  to ensure operation in strong inversion there remains only a narrow range of
effective gate-source voltages for which the square-law voltage–current relationship expressed in (1.72) remains
valid in nanoscale CMOS devices. In many voltage-to-current conversion circuits that rely on the square-law
characteristic, this inaccuracy can be a major source of error. Taking channel lengths larger than the minimum
allowed helps to minimize this degradation.

EXAMPLE 1.18

Estimate the value of  based on the data in Fig. 1.30.

Solution
Mobility degradation is evident at high values of  where the drain current in Fig. 1.30(a) is clearly sub-
quadratic. An estimate of  is more easily obtained from the plot of  versus  in Fig. 1.30(b). The value of

 at which the transconductance ceases to follow a linear relationship is approximately . In this case, this
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Key Point:  For large 
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Fig. 1.30 Drain current and transconductance of a MOS device in at large values of .
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1.4 Advanced MOS Modelling 47

occurs at approximately  or , corresponding to . At , the con-
stant  can be used as a rough estimate of . More accuracy is provided using the model of
(1.126) with, in this case, a value  resulting in the dotted line on Fig. 1.30(b).

1.4.3 Summary of Subthreshold and Mobility Degradation Equations

The key expressions for operation in subthreshold, strong-
inversion, and mobility degradation are summarized in Table
1.1 and the progression of transistor drain current and small-
signal transconductance as its gate-source voltage is swept is
sketched in Fig. 1.31. Transition regions appear at the borders
between these operating modes where the voltage-current rela-
tionship and small-signal transconductance are compromises
between the expressions in the table. Generally, operation in or
near subthreshold is considered only for analog circuits where
low-power but low-speed operation is required. Operation
under mobility degradation is necessary only when very high-
speed is required, thus demanding minimal parasitic capaci-
tances and, hence, low device aspect ratios.

1.4.4 Parasitic Resistances

Parasitic resistance appears in series with all four MOSFET
terminals. The resistance of the polysilicon gate carries no dc
current, but may be significant in small-signal analysis since
it is in series with the gate-source capacitance, . Contacts
to the drain and source region are resistive and may have
significant voltage drops across them when carrying large
currents. Additionally, in modern CMOS processes, the drain

VGS 0.75 V= Veff 0.3 V= θ 1.7 V 1–≅ Veff 0.3 V>
μnCox W L⁄( ) 1 2θ⁄( ) gm

m 1.6=

Table 1.1 A summary of MOS device operation in the subthreshold, strong inversion, and mobility
degradation regions.
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and source regions themselves are engineered to have a very shallow depth near the channel region. These shal-
low source and drain extensions present a narrow cross-sectional area through which all channel current must
flow resulting in significant series resistance. Finally, the body terminal is relatively lightly doped semiconduc-
tor and, hence, may impose a significant series resistance. All of these parasitics are generally on the order of a
few Ohms, and hence are only considered when they are conducting very large currents, or at very high fre-
quencies where the resistances combine with transistor parasitic capacitances to form small-signal poles of sig-
nificance. Furthermore, they can often be minimized by proper design (for example, by providing additional
contacts). They are considered negligible throughout the remainder of the text.

1.4.5 Short-Channel Effects

A number of short-channel effects degrade the operation of MOS transistors as device dimensions are scaled
down. These effects include reduced output impedance and hot-carrier effects (such as oxide trapping and sub-
strate currents). These short-channel effects will be briefly described here. For more detailed modelling of short-
channel effects, see [Wolf, 1995].

Transistors with short channel lengths experience a reduced output impedance because depletion region vari-
ations at the drain end (which affect the effective channel length) have an increased proportional effect on the
drain current. In addition, a phenomenon known as drain-induced barrier lowering (DIBL) effectively lowers 
as  is increased, thereby further lowering the output impedance of a short-channel device.

Another important short-channel effect is due to hot carriers. These high-velocity carriers can cause harmful
effects, such as the generation of electron-hole pairs by impact ionization and avalanching. These extra electron-
hole pairs can cause currents to flow from the drain to the substrate, as shown in Fig. 1.32. This effect can be mod-
elled by a finite drain-to-ground impedance. As a result, this effect is one of the major limitations on achieving
very high output impedances of cascode current sources. In addition, this current flow can cause voltage drops
across the substrate and possibly cause latch-up, as the next chapter describes.

Another hot-carrier effect occurs when electrons gain energies high enough to tunnel into and possibly
through the thin gate oxide. Thus, this effect can cause dc gate currents. However, often more harmful is the fact
that any charge trapped in the oxide will cause a shift in transistor threshold voltage. As a result, hot carriers are
one of the major factors limiting the long-term reliability of MOS transistors.

Vt

VDS

Fig. 1.32 An illustration of hot carrier effects in an n-channel MOS transistor. Drain-to-substrate 
current is caused by electron-hole pairs generated by impact ionization at the drain end of the 
channel.
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1.4 Advanced MOS Modelling 49

A third hot-carrier effect occurs when electrons with enough energy punch through from the source to the
drain. As a result, these high-energy electrons are no longer limited by the drift equations governing normal
conduction along the channel. This mechanism is somewhat similar to punch-through in a bipolar transistor,
where the collector depletion region extends right through the base region to the emitter. In a MOS transistor, the
channel length becomes effectively zero, resulting in unlimited current flow (except for the series source and drain
impedances, as well as external circuitry). This effect is an additional cause of lower output impedance and possi-
bly transistor breakdown.

All of the hot-carrier effects just described are more pronounced for n-channel transistors than for their
p-channel counterparts because electrons have larger velocities than holes.

1.4.6 Leakage Currents

Leakage currents impose limitations on how long a dynamically charged signal can be maintained in a high
impedance state, and on the minimum power consumption achievable when an analog circuit is in an idle (power-
down) state. Three leakage currents are important in MOS transistors: subthreshold leakage, gate leakage, and
junction leakage. Of these, subthreshold leakage is often the largest. It results in a finite drain current even when
the transistor is off, and was described in detail in section 1.4.1. Gate leakage results from quantum-mechanical
tunneling of electrons through very thin gate oxides, and can be significant in digital circuits and when large gate
areas are used, for example to implement a capacitor. Finally, the reverse-biased source-body and drain-body 
junctions conduct a finite leakage current. This leakage can be important, for example, in estimating the maximum
time a sample-and-hold circuit or a dynamic memory cell can be left in hold mode. The leakage current of a
reverse-biased junction (not close to breakdown) is approximately given by 

(1.128)

where  is the junction area,  is the intrinsic concentration of carriers in undoped silicon,  is the effective
minority carrier lifetime,  is the thickness of the depletion region, and  is given by 

(1.129)

where  and  are the electron and hole lifetimes. Also,  is given by

(1.130)

and  is given by

(1.131)

where  and  are the densities of states in the conduction and valence bands and  is the difference in energy
between the two bands. 

Since the intrinsic concentration, , is a strong function of temperature (it approximately doubles for every
temperature increase of 11 °C for silicon), the leakage current is also a strong function of temperature. The leakage
current roughly doubles for every 11 °C rise in temperature; thus, at higher temperatures it is much larger than at
room temperature.
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1.5 SPICE MODELLING PARAMETERS
This section briefly describes some of the important model parameters for diodes and MOS transistors used during
a SPICE simulation. It should be noted here that not all SPICE model parameters are described. However, enough
are described to enable the reader to understand the relationship between the relative parameters and the corre-
sponding constants used when doing hand analysis.

1.5.1 Diode Model

There are a number of important dc parameters. The constant  is specified using either the parameter IS or JS in
SPICE. These two parameters are synonyms, and only one should be specified. A typical value specified for 
might be between 10–18 A and 10–15 A for small diodes in a microcircuit. Another important parameter is called
the emission coefficient, . This constant multiplies  in the exponential diode I-V relationship given by

(1.132)

The SPICE parameter for  is  and is defaulted to 1 when not specified (1 is a reasonable value for junctions in
an integrated circuit). A third important dc characteristic is the series resistance, which is specified in SPICE
using RS. It should be noted here that some SPICE programs allow the user to specify the area of the diode,
whereas others expect absolute parameters that already take into account the effective area. The manual for the
program being used should be consulted.

The diode transit time is specified using the SPICE parameter TT. The most important capacitance parameter
specified is CJ. CJO and CJ are synonyms—one should never specify both. This parameter specifies the capaci-
tance at 0-V bias. Once again, it may be specified as absolute or as relative to the area (i.e., ), depending on
the version of SPICE used. Also, the area junction grading coefficient, MJ, might be specified to determine the
exponent used in the capacitance equation. Typical values are 0.5 for abrupt junctions and 0.33 for graded junc-
tions. In some SPICE versions, it might also be possible to specify the sidewall capacitance at 0-V bias as well as
its grading junction coefficient. Finally, the built-in potential of the junction, which is also used in calculating the
capacitance, can be specified using PB. PHI, VJ, and PHA are all synonyms of PB.

Reasonably accurate diode simulations can usually be obtained by specifying only IS, CJ, MJ, and PB. How-
ever, most modern versions of SPICE have many more parameters that can be specified if one wants accurate tem-
perature and noise simulations. Users should consult their manuals for more information.

Table 1.2 summarizes some of the more important diode parameters. This set of parameters constitutes a min-
imal set for reasonable simulation accuracy under ordinary conditions.

IS

IS

nj VT

ID ISe
VBE njVT( )⁄

=

nj N

F m2⁄

Table 1.2 Important SPICE parameters for modelling diodes.

SPICE
Parameter

Model
Constant Brief Description Typical Value

IS Transport saturation current A

RS Series resistance 30

TT τT Diode transit time 12 ps

CJ Capacitance at 0-V bias 0.01 pF

MJ Diode grading coefficient exponent 0.5

PB Built-in diode contact potential 0.9 V

IS 10 17–

Rd Ω

Cj0

mj

Φ0
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1.5 SPICE Modelling Parameters 51

1.5.2 MOS Transistors

Modern MOS models are quite complicated, so only some of the more important MOS parameters used in SPICE
simulations are described here. These parameters are used in what are called the Level 2 or Level 3 models. The
model level can be chosen by setting the SPICE parameter LEVEL to either 2 or 3. The oxide thickness, , is
specified using the SPICE parameter TOX. If it is specified, then it is not necessary to specify the thin gate-oxide
capacitance ( , specified by parameter COX). The mobility, , can be specified using UO. If UO is specified,
the intrinsic transistor conductance ( ) will be calculated automatically, unless this automatic calculation is
overridden by specifying either KP (or its synonym, BETA). The transistor threshold voltage at , ,
is specified by VTO. The body-effect parameter, , can be specified using GAMMA, or it will be automatically
calculated if the substrate doping, , is specified using NSUB. Normally, one would not want SPICE to calculate 
because the effective substrate doping under the channel can differ significantly from the substrate doping in the
bulk due to threshold-voltage adjust implants. The output impedance constant, , can be specified using
LAMBDA. Normally, LAMBDA should not be specified since it takes precedence over internal calculations and
does not change the output impedance as a function of different transistor lengths or bias voltages (which should
be the case). Indeed, modelling the transistor output impedance is one of weakest points in SPICE. If LAMBDA
is not specified, it is calculated automatically. The surface inversion potential, , can be specified using PHI,
or it will be calculated automatically. Another parameter usually specified is the lateral diffusion of the junctions
under the gate, , which is specified by LD. For accurate simulations, one might also specify the resistances in
series with the source and drain by specifying RS and RD (typically only the source resistance is important). Many
other parameters exist to model such things as short-channel effects, subthreshold effects, and channel-width
effects, but these parameters are outside the scope of this book.

The modelling of parasitic capacitances in SPICE is quite involved. The capacitances under the junctions
per unit area at 0-V bias, (i.e., ) can be specified using CJ or can be calculated automatically from the
specified substrate doping. The sidewall capacitances at 0 V, , should normally be specified using CJSW
because this parameter is used to calculate significant parasitic capacitances. The bulk grading coefficient
specified by MJ can usually be defaulted to 0.5. Similarly, the sidewall grading coefficient specified by MJSW
can usually be defaulted to 0.33 (SPICE assumes a graded junction). The built-in bulk-to-junction contact
potential, , can be specified using PB or defaulted to 0.8 V (note that 0.9 V would typically be more
accurate, but the resulting simulation differences are small). Sometimes the gate-to-source or drain-overlap
capacitances can be specified using CGSO or CGDO, but normally these would be left to be calculated auto-
matically using COX and LD.

Some of the more important parameters that should result in reasonable simulations (except for modelling
short-channel effects) are summarized in Table 1.3 for both n- and p-channel transistors. Table 1.3 lists reasonable
parameters for a typical 0.8- m technology.

1.5.3 Advanced SPICE Models of MOS Transistors

Although the SPICE model parameters presented in the last section provide reasonable accuracy for long-channel
devices, for channel lengths  their accuracy becomes very poor. Many SPICE MOS models have there-
fore been developed to try to capture higher-order effects. A summary of the capabilities of the more common
modern SPICE model formats is provided in Table 1.4.

Unfortunately, these SPICE models require over 100 parameters to accurately capture transistor operation in
all of its modes over a wide range of temperatures. Many parameters are required because, for very small device
sizes, fundamental constants such as threshold voltage and effective carrier mobility become dependent on the
transistor’s exact width and length. Hence, it is strongly recommended that analog designers use only a small set
of “unit-sized” transistors, forming all transistors from parallel combinations of these elementary devices.
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For example, for a minimum gate-length of , device sizes with  = , ,
, and  in both NMOS and PMOS varieties might be chosen. Then, if a transistor of

size  is desired, simply combine 15 of the -devices in parallel as shown
in Fig. 1.33. Of course this practice restricts the device sizes available for design, but the benefits of having device
parameters that are consistent and well-understood far outweigh this minor drawback.

For each device in the set, rough estimates of a few basic model parameters such as , , etc. may be
obtained from simulation data, or better yet measurements, of the unit-sized devices following the procedures in
Examples 1.9, 1.11, 1.17, and 1.18. These rough model parameters may be used for the many quick hand-
calculations performed in the course of first-pass design. Similarly, the unit-transistor’s parasitic capacitances may

Table 1.3 A reasonable set of Level 2 or 3 MOS parameters for a typical 0.8-μm technology.

SPICE
Parameter

Model
Constant Brief Description Typical Value

VTO Transistor threshold voltage (in V)

UO Carrier mobility in bulk (in cm2/V·s)

TOX Thickness of gate oxide (in m)

LD Lateral diffusion of junction under gate (in m)

GAMMA Body-effect parameter 0.5: 0.8

NSUB The substrate doping (in cm–3)

PHI Surface inversion potential (in V) 0.7

PB Built-in contact potential of junction to bulk (in V) 0.9

CJ Junction-depletion capacitance at 0-V bias (in F/m2)

CJSW Sidewall capacitance at 0-V bias (in F/m)

MJ Bulk-to-junction exponent (grading coefficient) 0.5

MJSW Sidewall-to-junction exponent (grading coefficient) 0.3

Vtn:Vtp 0.8: 0.9–

μn:μp 500:175

tox 1.8 10 8–×

LD 6 10 8–×

γ

NA:ND 3 1016× :7.5 1016×

2φF

Φ0

Cj0 2.5 10 4–× :4.0 10 4–×

C j-sw0 2.0 10 10–× :2.8 10 10–×

mj

mj-sw

Table 1.4 A summary of modern SPICE model formats.

SPICE
Model Main strengths compared with previous device models

BSIM3 Improved modeling of moderate inversion, and the geometry-dependence of device 
parameters. This also marked a return to a more physics-based model as opposed to the 
preceding highly empirical models.

EKV Relates terminal currents and voltages with unified equations that cover all modes of transistor 
operation, hence avoiding discontinuities at transitions between, for example, weak and strong 
inversion. Also handles geometry-dependent device parameters.

BSIM4 Improved modeling of leakage currents and short-channel effects, noise, and parasitic resistance 
in the MOSFET terminals, as well as continued improvements in capturing the geometry-
dependence of device parameters.

PSP Improved modeling of noise and the many short-channel and layout-dependent effects now 
dominant in nanoscale CMOS devices. Particular effort was made to accurately model 
nonlinearities, which requires accuracy in the high-order derivatives of the transistor’s 
voltage–current relationships.

Lmin W L⁄( ) 8Lmin Lmin⁄( ) 12Lmin 1.5Lmin⁄( )
16Lmin 2Lmin⁄( ) 32Lmin 4Lmin⁄( )

W L⁄( ) 240Lmin 2Lmin⁄( )= 16Lmin 2Lmin⁄( )

μnCox Vtn
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be observed under a typical biasing condition; these capacitance values can then be used to obtain rough estimates
of circuit parasitics. Several sets of such parameters that are representative of various CMOS technologies are
presented in Table 1.5. When refinement and detailed verification of a design are required, these are of course
performed with the aid of SPICE and the complete device models.

Some designers prefer to forgo the extraction of device parameters from data
and simply refer to plots of device data throughout the design process, looking up
small-signal parameters at different operating points. In any case, performing basic
device simulations at the outset of any analog design is useful, not only for extract-
ing approximate device parameters from complex MOS models, but also because it
may expose shortcomings in the device models themselves or even the simulation
environment. For example, discontinuities observed in plots of drain current or its
derivatives are an indication that the model may be unreliable in that region.

Table 1.5 MOSFET parameters repre sentative of v arious C MOS t echnologies and  used for
rough hand calculations in this text.

Technology

0.8 μm 0.35 μm 0.18 μm 45 nm

NMOS PMOS NMOS PMOS NMOS PMOS NMOS PMOS

 (μA/V2) 92 30 190 55 270 70 280 70
 (V) 0.80 –0.90 0.57 –0.71 0.45 –0.45 0.45 –0.45

 (μm/V) 0.12 0.08 0.16 0.16 0.08 0.08 0.10 0.15
 (fF/μm2) 1.8 1.8 4.5 4.5 8.5 8.5 25 25

 (nm) 18 18 8 8 5 5 1.2 1.2
1.5 1.5 1.8 1.7 1.6 1.7 1.85 1.85

 (1/V) 0.06 0.135 1.5 1.0 1.7 1.0 2.3 2.0
1.0 1.0 1.8 1.8 1.6 2.4 3.0 3.0

(fF/μm)
0.20 0.20 0.20 0.20 0.35 0.35 0.50 0.50

 
(fF/μm)

0.50 0.80 0.75 1.10 0.50 0.55 0.45 0.50

μCox

Vt0

λ L⋅

Cox

tox

n

θ

m

Cov W⁄ LovCox=

Cdb W⁄ Csb W⁄≈

Fig. 1.33 Realization of a transistor by parallel combination of small unit-sized transistor 
elements.

240Lmin 2Lmin§( )
16Lmin 2Lmin§( )

each

15 devices

SPICE! MOSFET 
model files corre-
sponding to each of 
the columns in 
Table 1.5 are avail-

able on the book web site 
for simulation exercises.
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1.6 PASSIVE DEVICES
Passive components are often required for analog design. However, since transistor performance is the primary
consideration in the development of most integrated-circuit fabrication technologies, integrated-circuit passive
components exhibit significant nonidealities that must be understood by the analog designer. The most common
passive components in analog integrated-circuit design are resistors and capacitors.

1.6.1 Resistors

Strip Resistors
The simplest realization of an integrated-circuit resistor is nothing more than a strip of conductive material above
the silicon substrate, as shown in Fig. 1.34. The conductivity of the material from which the strip is made is gener-
ally characterized by its sheet resistance, , which is derived in terms of basic material properties in Section
1.7.4 and has units of . This, along with the dimensions of the strip, determine the value of the resistor.

(1.133)

This equation is also useful for calculating the resistance of interconnects used in integrated circuits. Multiple
strips may be combined in series or in parallel to realize the desired total resistance without requiring impracti-
cally large or small values of  or .

Strip resistors inevitably have parasitic capacitances to the silicon substrate which is generally held at a con-
stant reference potential. A simple small-signal model is shown in Fig. 1.34. Although strictly speaking the capac-
itance is distributed evenly along the resistor, this first-order model simply splits the total capacitance into two
lumped capacitors at either end of the resistor.

EXAMPLE 1.19

In many CMOS manufacturing processes, polysilicon strips are used to provide a controllable sheet resistance for
analog design. A typical value is . If each strip is  wide and  long, how many must be con-
nected in series to make a resistor of value ?

Solution
Each strip has a resistance of

Hence, 20 must be connected in series to realize the desired total resistance,

Semiconductor Resistors
Integrated-circuit manufacturing processes that are developed primarily for digital design may not include any
materials with sufficient sheet resistance to realize practically useful resistor values. In these processes, a lightly-
doped section of the silicon substrate with contacts at either end may be used as a resistor. The common case of a

R
Ω

R R L
W
-----⎝ ⎠

⎛ ⎞=

L W

R 500Ω= 1μm 5μm
50kΩ

R R L
W
-----⎝ ⎠

⎛ ⎞ 500Ω 5μm
1μm
------------⎝ ⎠

⎛ ⎞ 2.5kΩ= = =

Rtot 20R 20 2.5kΩ( ) 50kΩ= = =
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1.6 Passive Devices 55

type-n resistor in a p-substrate is shown in Fig. 1.35. The resistor is isolated from the grounded substrate by a
reverse-biased pn-junction. Depending on the dopant concentration, the effective sheet resistance may be in the
range of 10’s of Ohms with a complex temperature dependence. A detailed derivation is presented in section 1.7.4
resulting the in the following sheet resistance, assuming a uniform height (depth) resistor, :

(1.134)

The small-signal model in Fig. 1.34 is also applicable to semiconductor resistors. However, unlike strip
resistors, the parasitic capacitors are junction capacitances so their values depend on the voltages at either
end of the resistor. Furthermore, the extent to which the depletion region extends into the resistor also
depends upon the resistor’s terminal voltages, so its effective cross-section and resistance will change with
voltage. This can be problematic for analog design since capacitors and resistors whose values depend on
their terminal voltages are nonlinear circuit elements and will introduce harmonic distortion when subjected

H

R 1
qμnHnn

-------------------=

Fig. 1.34 A strip-resistor and its model including parasitic capacitances to the grounded substrate.

p– substrate

W

L

CR1 CR2

Fig. 1.35 A resistor made from a lightly doped semiconductor region with depletion region capac-
itances shown.

n+

Al

p– substrate

Cd-sw

n+

CR1
CR2

n– region

Depletion
region

H

L
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56 Chapter 1 • Integrated-Circuit Devices and Modelling

to time-varying signals. Finally, the parasitic capacitances  and  for semiconductor resistors are typi-
cally larger than for strip resistors because they can be located further from the grounded substrate, and
because the relative permittivity of silicon ( ) is higher than that of the silicon dioxide insulation
above the substrate ( ).

EXAMPLE 1.20

A  resistor is to be formed from a single 3-μm-wide strip of type-n silicon with a dopant concentration of
 that extends to a depth of  into a type-p substrate that has a dopant concentration

of . Find the length of the resistor and estimate the parasitic capacitances. Assume that the
resistor-substrate junction has a 3-V reverse bias, and  inside the resistor.

Solution
Substitution into (1.134) yields a sheet resistance of

Rearranging (1.133),

This lightly-doped junction has a built-in voltage lower than was calculated in Example 1.2.

The junction capacitance per unit area, assuming an abrupt one-sided junction ( ) and using the reverse
bias voltage , may be calculated as follows:

The resistor forms a pn-junction with an area of  and sidewalls having an
area approximately equal to the resistor perimeter times its height, 

CR1 CR2

Ks 11.8≅
Kox 3.9≅

4 kΩ
ND 1023 atoms m3⁄= H 2 μm=

NA 1022 atoms m3⁄=
μn 8 10 2–⋅  m2 V s⋅⁄=

R 1
1.6 10 19–⋅( ) 8 10 2–⋅( ) 2 10 6–⋅( ) 1023( )

---------------------------------------------------------------------------------------- 390 Ω sq⁄= =

L R
R
---------⎝ ⎠

⎛ ⎞ W 4 kΩ
0.39 kΩ
--------------------⎝ ⎠

⎛ ⎞ 3 μm 31 μm= = =

Φ0 0.026 1023 1022×

1.1 1016×( )2
------------------------------

⎝ ⎠
⎜ ⎟
⎛ ⎞

ln× 0.77 V= =

NA ND«
VR 3 V=

Cj0
qKsε0NA

2Φ0

--------------------- 1.6 10 19–× 11.8 8.854 10 12– 1022××××
2 0.77×

----------------------------------------------------------------------------------------------- 0.33 fF/μm2= = =

Cj
Cj0

1 VR

Φ0

------+

-------------------- 0.33

1 3
0.77
----------+

------------------------ fF/μm2· 0.15 fF/μm2= = =

WL 3 μm 31 μm⋅( ) 93 μm2= =

Asw 3 μm 31 μm 3 μm 31 μm+ + +( ) 2 μm⋅ 136 μm2= =
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1.6 Passive Devices 57

Adopting the simple model of Fig. 1.35 and assuming negligible voltage drop across the resistor, the total capaci-
tance may be divided equally between the two resistor terminals.

Triode MOS Resistors
There is a third method to realize resistors on an integrated circuit with which the reader is already familiar: a
MOS device in triode. Pictured in Fig. 1.11, this is effectively a semiconductor resistor where the channel depth,
and hence resistance, are modulated by a gate voltage. Therefore, like semiconductor resistors, triode MOS
devices exhibit nonlinear resistance and parasitic capacitances. But, because the conducting channel region is
much shallower than in semiconductor resistors, the resistance is even more nonlinear than a semiconductor resis-
tor. Typically, MOS triode resistors are only used when the voltage across the resistor terminals (i.e. the drain and
source of the MOS device) will remain significantly less than . 

In spite of these shortcomings, MOS devices in triode have two unique properties that make them very useful
as resistors in analog integrated-circuit design. First, the value of resistance may be tuned via a third terminal: the
gate voltage. Second, relatively large values of resistance can be realized in a very compact area.

EXAMPLE 1.21

As in Example 1.19, you require a resistor of value . However, since the voltage across the resistor is never
expected to exceed 200 mV, you decide it is feasible to use a n-channel MOS devices in triode to implement it.
You elect to use multiple devices sized  to avoid short-channel effects. If ,

, and you elect to use , find the number of series devices required to implement the resistor.
Compare the resulting device area to that calculated in Example 1.19 for a strip resistor.

Solution
The resistance of a device in triode is given in equation (1.104).

With 21 such devices in series, the desired resistance  is realized. This is considerably smaller
than combining 20 strip resistors in series, each , as in Example 1.19.

Regardless of how they are implemented, resistor values vary greatly from one integrated circuit to another
and with changes in temperature. Fortunately, with some care it is possible to ensure that such variations effect all

CR1 CR2
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2
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58 Chapter 1 • Integrated-Circuit Devices and Modelling

resistors on a given integrated circuit approximately equally. Analog integrated circuits must often be designed to
function properly even when the resistor values change by 10 – 40%.

1.6.2 Capacitors

pn Junction Capacitors
The capacitance provided by reverse-biased pn-junctions has already been discussed in Section 1.1. Junction
capacitances may be introduced intentionally into an analog design to serve as a capacitor. They provide a rela-
tively high value of capacitance per unit area since the depletion region can be quite thin and the relative permit-
tivity of silicon is quite high ( ). Their capacitance can be tuned by adjusting the voltage across them.
When used to realize a variable capacitor in this way, they are called varactors.

Unfortunately, several features of junction capacitances pose problems for analog design. First, although the
tunability of their capacitance is useful in some applications, it also makes them nonlinear elements that distort
time-varying signals. Second, the value of capacitance realized by a given size junction varies considerably with
dopant concentration which is difficult to control during integrated circuit manufacturing. Finally, junction capac-
itors have more leakage current than other types of integrated circuit capacitors. The most common application for
pn junction capacitors is as a varactor in tunable radio-frequency circuits, notably oscillators, although even there
MOS capacitors are now often favoured.

MOS Capacitors
Since the gate oxide is the thinnest dielectric available in an integrated circuit, it is imminently sensible to build
capacitors around it. There are many ways to do so. All comprise gate and silicon conducting “plates” separated
by the gate oxide as a dielectric. All are nonlinear capacitors, whose value depends on the voltage across it. The
detailed modeling of all of these is beyond the scope of this section, so we will focus on just one common struc-
ture: the PMOS transistor.

When using a PMOS transistor, one terminal is the gate and the other is the source, drain, and body all
shorted together underneath, shown schematically in Fig. 1.36(a). In this configuration,  and 
is the voltage on the capacitor. Small-signal models for a NMOS transistor in this mode were covered in Section
1.2.8, but the salient points are repeated here for a PMOS device.

If , the device enters triode and the small-signal capacitance is given by the sum of  and 
from equation (1.105) and two overlap capacitances, , from equation (1.90).

(1.135)

Ks 11.8≅

Fig. 1.36 A PMOS capacitor: (a) schematic symbol; (b) nonlinear capacitance; (c) small-signal 
model.
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1.6 Passive Devices 59

If , the channel under the device turns off and the small-signal capacitance is mainly provided by only
the overlap capacitances  and  in equation (1.110).

(1.136)

Here, we have neglected  which is assumed to be much smaller. Finally, if  becomes significantly less than
zero, the silicon immediately under the gate will eventually accumulate n-type carriers and become conducting
again, thus increasing the small-signal capacitance back to a value close to (1.135). Hence, the structure’s smalls-
signal capacitance varies with voltage as shown in Fig. 1.36(b). 

The PMOS body terminal is typically a n-type well in the p-type substrate, isolated from ground by a reverse-
biased pn-junction. This of course introduces a junction capacitance between the body and ground, , which can
be quite large and whose value varies with changes in the body voltage. A simple small-signal model is shown in
Fig. 1.36(c). For more accurate modeling, a series resistance may be included in series with  due to the resis-
tance of the inverted channel or body region.

Clearly this is a highly nonlinear capacitor and should be used with care in analog design. Nevertheless, it is
popular for three reasons. First, because it is relatively well-modeled by standard circuit simulators. It is, after all,
a transistor. Second, the very thin gate oxide ensures a high capacitance-per-unit-area. Third, it requires no special
modifications to CMOS integrated-circuit fabrication processes.

Metal-metal
To realize a purely linear capacitance on an integrated circuit, it is necessary to avoid the use of semiconductors
for either plate. Instead, the many electrically-isolated layers of conductors above the silicon substrate are used.

Two different geometries used to implement metal-metal capacitors are shown in Fig. 1.37. The capacitance
of the parallel-plate structure is approximately

(1.137)

where  is the spacing between plates (on the order of 0.1 - 10 ),  is the permittivity of the insulator
between plates (often silicon dioxide, for which ), and  is the area of the plate. Equation (1.137)
neglects the fringe fields around the edges of the capacitor, but these are relatively small if the capacitor area is
large. Some integrated circuits are specially engineered to provide parallel-plate capacitors with very small 
and/or large , thus permitting small area  for a given value of capacitance. For example, two polysilicon
(gate) layers are sometimes stacked on top of each other very closely to realize a “double-poly capacitor”.16 If no
such provision is made, the normal metal layers intended for wiring may be used.

The parallel-plate structure is asymmetric since the bottom plate is in closer proximity to the silicon substrate
and electrically shields the top plate from ground. Hence, the bottom plate has a larger parasitic capacitance,

. This can often be exploited in analog designs by connecting the bottom plate to a node with a constant
potential with respect to ground, thus minimizing parasitics on the plate with time-varying potential. In light of
this, a slightly different symbol is used in this book, as shown in Fig. 1.37(a), when the distinction between top
and bottom plate is crucial.

The side-wall capacitive structure shown in Fig. 1.37(b) is becoming increasingly popular in modern inte-
grated circuits where metal wires may actually be made thinner (when viewed from above) than their height.
Hence, routing many of them immediately next to each other can provide a large total capacitance. In fact, the
capacitance-per-unit-area of such a structure is often greater than parallel-plate metal-metal structures (unless spe-
cial high-density parallel-plate capacitors are available). The structure is symmetric, with equal parasitics on
either side of the capacitor, . However, the capacitance is more difficult to estimate since it is largely
provided by fringing electrical fields so appropriate computer tools are required to properly design them.

16. Although polysilicon is not a metal, it can be used to realize linear parallel-plate capacitors.

VSG Vtp<
Cgs Cgd

CMOS off( ) 2WLovCox≅

Cgb VSG

Cb

CMOS

C
εoxA

tox

-----------≅

tox μm εox

εox 3.9ε0≅ A

tox

εox A

Cp1 Cp2»

Cp1 Cp2=

c01.fm  Page 59  Sunday, October 23, 2011  3:45 PM



60 Chapter 1 • Integrated-Circuit Devices and Modelling

When using either of these geometries, parasitics are minimized by locating them as high above the silicon
substrate as possible. Of course, this may not be possible - for example, when a double-poly capacitor is being
used. Furthermore, either of these geometries, or combinations of them, may be stacked on top of each other. For
example, several parallel-plates may be stacked on top of each other with alternating layers shorted to provide a
metal “sandwich” capacitor. Such complex structures generally provide even higher capacitance per unit area, and
require the use of computer tools to accurately estimate their value.

1.7 APPENDIX
The purpose of this appendix is to present derivations for device equations that rely heavily on device physics
knowledge. Specifically, equations are derived for the exponential relationship and diffusion capacitance of
diodes, and for the threshold voltage and triode relationship for MOS transistors.

1.7.1 Diode Exponential Relationship

The concentration of minority carriers in the bulk, far from the junction, is given by  (1.2) and (1.4). Close to the
junction, the minority-carrier concentrations are much larger. Indeed, the concentration next to the junction
increases exponentially with the external voltage, , that is applied in the forward direction. The concentration of
holes in the n side next to the junction, pn, is given by [Sze, 1981]

(1.138)

Fig. 1.37 Metal-metal capacitor geometries: (a) parallel plate capacitor; (b) side-wall capacitors; 
(c) small-signal model.
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Similarly, the concentration of electrons in the p side next to the junction is given by

(1.139)

As the carriers diffuse away from the junction, their concentration exponentially decreases. The relationship for
holes in the n side is

(1.140)

where x is the distance from the junction and Lp is a constant known as the diffusion length for holes in the n side.
Similarly, for electrons in the p side we have

(1.141)

where Ln is a constant known as the diffusion length of electrons in the p side. Note that pn (0) and np (0) are
given by (1.138) and (1.139), respectively. Note also that the constants Ln and Lp are dependent on the doping con-
centrations  and , respectively. 

The current density of diffusing carriers moving away from the junction is given by the well-known diffusion
equations [Sze, 1981]. For example, the current density of diffusing electrons is given by

(1.142)

where Dn is the diffusion constant of electrons in the p side of the junction. The negative sign is present
because electrons have negative charge. Note that Dn = , where  is the mobility of electrons. Using
(1.141), we have

(1.143)

 Therefore

(1.144)

Thus, the current density due to diffusion is proportional to the minority-carrier concentration. Next to the junc-
tion, all the current flow results from the diffusion of minority carriers. Further away from the junction, some of
the current flow is due to diffusion and some is due to majority carriers drifting by to replace carriers that recom-
bined with minority carriers or diffused across the junction.

Continuing, we use (1.139) and (1.144) to determine the current density next to the junction of electrons in
the p side:

(1.145)
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For the total current of electrons in the p side, we multiply (1.145) by the effective junction area, . The
total current remains constant as we move away from the junction since, in the steady state, the minority car-
rier concentration at any particular location remains constant with time. In other words, if the current changed
as we moved away from the junction, the charge concentrations would change with time.

Using a similar derivation, we obtain the total current of holes in the n side, , as

(1.146)

where  is the diffusion constant of electrons in the p side of the junction, Lp is the diffusion length of holes in
the n side, and  is the impurity concentration of donors in the n side. This current, consisting of positive carri-
ers, flows in the direction opposite to that of the flow of minority electrons in the p side. However, since electron
carriers are negatively charged, the direction of the current flow is the same. Note also that if the p side is more
heavily doped than the n side, most of the carriers will be holes, whereas if the n side is more heavily doped than
the p side, most of the carriers will be electrons.

The total current is the sum of the minority currents at the junction edges:

(1.147)

Equation (1.147) is often expressed as

(1.148)

where

(1.149)

Equation (1.148) is the well-known exponential current–voltage relationship of forward-biased diodes.
The concentrations of minority carriers near the junction and the direction of current flow are shown in

Fig. 1.38.

1.7.2 Diode-Diffusion Capacitance

To find the diffusion capacitance, Cd, we first find the minority charge close to the junction, Qd, and then
differentiate it with respect to . The minority charge close to the junction, Qd, can be found by integrating
either (1.140) or (1.141) over a few diffusion lengths. For example, if we assume np0, the minority electron con-
centration in the p side far from the junction is much less than np(0), the minority electron concentration at the
junction edge, we can use (1.141) to obtain

(1.150)
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Using  for np(0) results in

(1.151)

In a similar manner, we also have

(1.152)

For a typical junction, one side will be much more heavily doped than the other side, and therefore the minor-
ity charge storage in the heavily doped side can be ignored since it will be much less than that in the lightly doped
side. Assuming the n side is heavily doped, we find the total charge, Qd, to be approximately given by Qn, the
minority charge in the p side. Thus, the small-signal diffusion capacitance, Cd, is given by

(1.153)

Using (1.147) and again noting that , we have

(1.154)

Equation (1.154) is often expressed as

(1.155)

Fig. 1.38 The concentration of minority carriers and the direction of diffusing carriers near a 
forward-biased junction.
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where  is the transit time of the diode given by

(1.156)

for a single-sided diode in which the n side is more heavily doped.

1.7.3 MOS Threshold Voltage and the Body Effect

Many factors affect the gate-source voltage at which the channel becomes conductive. These factors are as follows:

1. The work-function difference between the gate material and the substrate material
2. The voltage drop between the channel and the substrate required for the channel to exist
3. The voltage drop across the thin oxide required for the depletion region, with its immobile charge, to exist
4. The voltage drop across the thin oxide due to unavoidable charge trapped in the thin oxide
5. The voltage drop across the thin oxide due to implanted charge at the surface of the silicon. The amount

of implanted charge is adjusted in order to realize the desired threshold voltage.

The first factor affecting the transistor threshold voltage, Vth, is the built-in Fermi potential due to the differ-
ent materials and doping concentrations used for the gate material and the substrate material. If one refers these
potentials to that of intrinsic silicon [Tsividis, 1987], we have

(1.157)

for a polysilicon gate with doping concentration ND, and

(1.158)

for a p substrate with doping concentration NA. The work-function difference is then given by

(1.159)

The next factor that determines the transistor threshold voltage is the voltage drop from the channel to the
substrate, which is required for the channel to exist. The question of exactly when the channel exists does not have
a precise answer. Rather, the channel is said to exist when the concentration of electron carriers in the channel is
equal to the concentration of holes in the substrate. At this gate voltage, the channel is said to be inverted. As the
gate voltage changes from a low value to the value at which the channel becomes inverted, the voltage drop in
the silicon also changes, as does the voltage drop in the depletion region between the channel and the bulk. After
the channel becomes inverted, any additional increase in gate voltage is closely equal to the increase in voltage
drop across the thin oxide. In other words, after channel inversion, gate voltage variations have little effect on the
voltage drop in the silicon or the depletion region between the channel and the substrate.

The electron concentration in the channel is equal to the hole concentration in the substrate when the voltage
drop from the channel to the substrate is equal to two times the difference between the Fermi potential of the
substrate and intrinsic silicon, φF, where

(1.160)
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Equation (1.200) is a factor in several equations used in modelling MOS transistors. For typical processes,  can
usually be approximated as 0.35 V for typical doping levels at room temperature.

The third factor that affects the threshold voltage is due to the immobile negative charge in the depletion
region left behind after the p mobile carriers are repelled. This effect gives rise to a voltage drop across the thin
oxide of –QB/Cox, where

(1.161)

and xd is the width of the depletion region. Since

(1.162)

we have

(1.163)

The fourth factor that determines Vtn is due to the unavoidable charge trapped in the thin oxide. Typical val-
ues for the effective ion density of this charge, Nox, might be  to  ions/m3. These ions are almost
always positive. This effect gives rise to a voltage drop across the thin oxide, Vox, given by

(1.164)

The native transistor threshold voltage is the threshold voltage that would occur naturally if one did not include a
special ion implant used to adjust the threshold voltage. This value is given by

(1.165)

A typical native threshold value might be around –0.1 V. It should be noted that transistors that have native transistor
threshold voltages are becoming more important in analog circuit design where they are used in transmission gates
or in source-follower buffers.

The fifth factor that affects threshold voltage is a charge implanted in the silicon under the gate to change the
threshold voltage from that given by (1.165) to the desired value, which might be between 0.2 to 0.7 V for an
n-channel transistor.

For the case in which the source-to-substrate voltage is increased, the effective threshold voltage is increased.
This is known as the body effect. The body effect occurs because, as the source-bulk voltage, , becomes larger,
the depletion region between the channel and the substrate becomes wider, and therefore more immobile negative
charge becomes uncovered. This increase in charge changes the third factor in determining the transistor threshold
voltage. Specifically, instead of using (1.163) to determine , one should now use

(1.166)

If the threshold voltage when VSB = 0 is denoted Vtn0, then, using (1.165) and (1.166), one can show that

(1.167)
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where

(1.168)

The factor γ is often called the body-effect constant.

1.7.4 MOS Triode Relationship

The current flow in a MOS transistor is due to drift current rather than diffusion current. This type of current flow
is the same mechanism that determines the current in a resistor. The current density, , is proportional to the elec-
trical field, , where the constant of proportionality, σ, is called the electrical permittivity. Thus,

(1.169)
This constant for an n-type material is given by

(1.170)

where n is the concentration per unit volume of negative carriers and  is the mobility of electrons. Thus, the
current density is given by

(1.171)

Next, consider the current flow through the
volume shown in Fig. 1.39, where the vol-
ume has height  and width . The current
is flowing perpendicular to the plane H × W
down the length of the volume, L. The cur-
rent, I, everywhere along the length of the
volume is given by

(1.172)

The voltage drop along the length of the
volume in the direction of L for a distance
dx is denoted dV and is given by

(1.173)

Combining (1.171), (1.172), and (1.173), we obtain

(1.174)

where the carrier density  is now assumed to change along the length L and is therefore a function of x.
As an aside, we examine the case of a resistor where  is usually constant. A resistor of length L would

therefore have a current given by

(1.175)

Thus, the resistance is given by

(1.176)
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Fig. 1.39 Current flowing through a unit volume.
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Often this resistance is presented in a relative manner, in which the length and width are removed (since they can
be design parameters) but the height remains included. In this case, the resulting expression is commonly referred
to as the resistance per square and designated as  where

(1.177)

The total resistance is then given by equation (1.133), repeated here for convenience.

(1.178)

In the case of a MOS transistor, the charge density is not constant down the channel. If, instead of the carrier
density per unit volume, one expresses  as a function of charge density per square area from the top looking
down, we have

(1.179)

Substituting (1.179) into (1.174) results in

(1.180)

Equation (1.180) applies to drift current through any structure that has varying charge density in the direction of
the current flow. It can also be applied to a MOS transistor in the triode region to derive its I-V relationship. It
should be noted here that in this derivation, it is assumed the source voltage is the same as the substrate voltage. 

Since the transistor is in the triode region, we have . This requirement is equivalent to
. It is assumed that the effective channel length is L. Assuming the voltage in the channel

at distance x from the source is given by Vch (x), from Fig. 1.40, we have

(1.181)

Substituting (1.181) into (1.180) results in

(1.182)

Integrating both sides of (1.182), and noting that the total voltage along the channel of length L is VDS, we obtain

(1.183)
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Fig. 1.40 The transistor definitions used in developing the transistor’s I-V relationship.
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which results in

(1.184)

Thus, solving for  results in the well-known triode relationship for a MOS transistor:

(1.185)

It should be noted that taking into account the body effect along the channel, the triode model of (1.225) is modi-
fied to

(1.186)

where  [Tsividis, 1987].

1.8 KEY POINTS
• The charge–voltage relationship of a reverse-biased pn junction is modeled by a nonlinear depletion capaci-

tance. [p. 6]
• The source terminal of an n-channel transistor is defined as whichever of the two terminals has a lower voltage.

For a p-channel transistor, the source would be the terminal with the higher voltage. [p. 14]
• The relationship between drain-source voltage and drain current of a MOS device is approximately linear when

VDS << Veff. [p. 19]
• For VDS > Veff, a MOS device exhibits a square-law current–voltage relationship. [p. 21]
• The body effect is the influence of the body potential on the channel, modelled as an increase in the threshold

voltage, Vtn, with increasing source-to-body reverse-bias. [p. 24]
• The square-root relationship for transconductance  is useful for circuit analysis when device sizes are fixed.

However, the simpler expression gm = 2ID/Veff is useful during initial circuit design when transistor sizes are yet
to be determined. [p. 26]

• Small signal rds is proportional to L/ID. [p. 28]
• In a MOSFET, the largest parasitic capacitance is Cgs, proportional to gate area WL and via Cox inversely pro-

portional to oxide thickness. [p. 31]
• The gate-drain capacitance Cgd, also known as the Miller capacitance, is due to physical overlap of the gate and

drain regions as well as fringing fields. It is especially important when there is a large voltage gain between gate
and drain. [p. 32]

• For operation with high gain, transistors should have long gate lengths and be biased with low Veff. For high
speed, the opposite is desirable: small L and high Veff. [p. 38]

• In subthreshold operation, also called weak inversion, transistors obey an exponential voltage–current relation-
ship instead of a square-law. Hence, a small but finite current flows even when VGS = 0. [p. 42]

• For a fixed drain current, the small-signal transconductance of a MOS device is maximized in subthreshold
operation at a value of gm=qID/nkT. [p. 43]

• For large values of Veff, transistors have a sub-square-law voltage current relationship, tending towards a linear
relationship for very large values of Veff. [p. 46]
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1.10 PROBLEMS

1.10.1 Section 1.1: Semiconductors and pn Junctions

1.1 Estimate the hole and electron concentrations in silicon doped with arsenic at a concentration of  at 
a temperature 22 °C above room temperature. Is the resulting material n type or p type?

1.2 For the pn junction of Example 1.2, estimate the new built-in potential, , when the temperature is increased
11 °C above room temperature.

1.3 Calculate the amount of charge per  in each of the n and p regions of the pn junction of Example 1.2 for
a 3-V reverse-bias voltage. How much charge on each side would be present in a  diode?

1.4 A silicon diode has Cj0 = 15 fF. It is biased by a 43-kΩ resistor connected between the cathode of the
diode and the input signal, as shown in Fig. P1.4. Initially, the input is 3 V, and then at time 0 it changes to
0 V. Estimate the time it takes for the output voltage to change from 3 V to 0.9 V (i.e., the  time).
Repeat for an input voltage change from 0 V to 3 V and an output voltage change from 0 V to 2.1 V. Com-
pare your answers to those obtained using a SPICE simulation.

1.5 Sketch a plot of the electric field strength versus depth for the  junction of Example 1.3.
1.6 At what reverse-bias voltage will the  junction of Example 1.3 breakdown? Assume that when the electric field 

exceeds , avalanche breakdown occurs.
1.7 A  junction with  and an area  is observed to have a capacitance of 30 fF while under 1-V 

reverse bias. Estimate the dopant concentration on the  side, .
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Fig. P1.4
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1.10.2 Section 1.2: MOS Transistors and Section 1.3: Device Model Summary

1.8 Verify that when  is used in the triode equation for a MOS transistor, the current equals that of the
active region equation given in (1.63).

1.9 Find  for an n-channel transistor having doping concentrations of  and
 with , , , and . Assuming  remains

constant, estimate the new value of  if  is increased by .
1.10 A MOS transistor in the active region is measured to have a drain current of  when . When

 is increased by 0.5 V,  increases to . Estimate the output impedance, , and the output impedance
constant, .

1.11 Derive the low-frequency model parameters for an n-channel transistor having doping concentrations of
 and  with , , , and

. Assume that .
1.12 Find the capacitances  for an active n-channel transistor having doping concentrations of

 and  with , . Assume that the source and
drain junctions extend  beyond the gate, resulting in source and drain areas being  15 μm2

and the perimeter of each being .
1.13 Consider the circuit shown in Fig. P1.13, where  is a dc signal of 1 V. Taking into account only the channel

charge storage, determine the final value of  when the transistor is turned off, assuming half the channel charge
goes to . You may use the parameters for the  CMOS processes in Table 1.5.

1.14 For the same circuit as in Problem 1.13, the input voltage has a step voltage change at time 0 from 0.2 V to 0.4 V
(the gate voltage remains at 1.8 V). Find its 99 percent settling time (the time it takes to settle to within 1 percent
of the total voltage change). You may ignore the body effect and all capacitances except . Repeat the question
for  changing from 0.6 V to 0.8 V.

1.15 Repeat Problem 1.14, but now take into account the body effect on . Assume .
1.16 For each of the CMOS processes tabulated in Table 1.5, how many charge carriers  are required to elevate the

gate voltage of a triode MOSFET by 100 mV? Assume that the gate length  is the minimum permitted in each
technology and .

1.17 Using the device parameters for the  technology NMOS device in Table 1.5 and , select the
device width and  required to bias a transistor with an intrinsic gain of  and transconductance

. What dc current consumption is required?
1.18 Repeat Problem 1.18 using the device parameters for the  technology PMOS device in Table 1.5 and

.
1.19 A NMOS transistor is to be biased with . Size the transistor using the device parameters for the

 CMOS process in Table 1.5 to provide a drain current of  and an output resistance of
. Repeat for a PMOS transistor. Repeat for the  CMOS process.
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1.20 A NMOS transistor is to be biased with  and an intrinsic gain of  in the  CMOS
process in Table 1.5. Find the required transistor dimentions,  and .

1.21 A NMOS transistor is to be biased with  and transconductance of  in the
 CMOS process in Table 1.5. Find the required transistor dimentions,  and .

1.22 Consider the circuit in Fig. P1.13. Size the NMOS transistor so that, with , the circuit has a
bandwidth of 250 MHz. Use the device parameters for the  technology in Table 1.5. Assume

 and the threshold voltage is increased by 70 mV due to the body effect. What is the resulting gate
capacitance?

1.23 Repeat Problem 1.22, this time using the device parameters for the  technology in Table 1.5 with
.

1.10.3 Section 1.4: Advanced MOS Modelling and Section 1.5: SPICE Modelling 
Parameters

1.24 If transistor drain current is plotted versus gate-source voltage on a log-log scale, what is the slope of the curve in
strong inversion? What is the slope for very large values of ? What is the slope of the curve at ?

1.25 Make a qualitative sketch of transistor intrinsic gain, , versus  for:
a. constant device width, 

b. constant drain current, 

In each case, what is the relationship between  and  in weak-inversion, active mode, and under mobility
degradation?

1.26 Derive expressions for transistor  in terms of fundamental device constants and operating point while oper-
ating in subthreshold and under mobility degradation. How do these compare with the expressions for strong
inversion?

1.27 Using the Spice models from the text web site, perform simulations to extract approximate values for all
of the transistor parameters listed in Table 1.5. Compare your results to the values in the table.

1.28 Two transistors with the same device paramters are biased with the same terminal voltages and have the
same gate length . 
a. One of the transistors has a drain current  and a width of . Find the width of the other 

transistor so that it has a transconductance .

b. One of the transistors has a transconductance  and a width of . Find the width of 
the other transistor so that it has a transconductance .

c. One of the transistors has a small-signal  and a width of . Find the width of the other 
transistor so that it has a small-signal .

1.10.4 Section 1.6: Passive Devices

1.29 Assume a strip resistor has a sheet resistance of  and a total capacitance to ground of approximately
0.4 fF/ . What is the  time constant formed by a  resistor with one end grounded assuming the resis-
tor is  wide? What if it is only  wide? How does this compare with the time constant obtained
using the n-well resistor in Example 1.20?

1.30 A reverse-biased  junction with  and  is to be used as a varactor.
What junction area and voltage range is needed to provide a capacitance tunable from 0.2 pF to 0.3 pF?

ID 0.35 mA= Ai 35= 0.35-μm
W L
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vin vout 0.3 V= =
0.35-μm
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W
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ID 0.2 mA= W 3 μm=
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1.31 In a particular process, a metal-metal parallel plate capacitor can be realized with a density of 7 fF/  and a
metal-metal sidewall capacitor can provide a density of 10 fF/ . What would be the area of a 1 pF capacitor
realized using each approach? Compare this with the area of a 1 pF MOS capacitor in a 45-nm CMOS processes
using the parameters in Table 1.5.

1.32 Estimate the maximum percentage change in capacitance achievable using a MOS varactor in the  CMOS
processes in Table 1.5.

μm2

μm2

0.18-μm
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C H A P T E R

2

73

Processing and Layout

This chapter describes the steps and processes used in realizing modern integrated circuits with emphasis on
CMOS processing. After processing is presented, circuit layout is covered. Layout is the design portion of
integrated-circuit manufacturing, in which the geometry of circuit elements and wiring connections is
defined. This process leads to the development of photographic masks used in manufacturing an integrated
circuit. The concepts of design rules and their relationship to integrated circuits are emphasized. Next, circuit
layout is related to the transistor models. Here, it is shown that once the layout is completed, the values of
certain elements in the transistor models can be determined. This knowledge is necessary for accurate
computer simulation of integrated circuits. It is also shown that, by using typical design rules, one can make
reasonable assumptions to approximate transistor parasitic components before the layout has been done.
Variability in device parameters is unavoidable and particularly problematic for analog circuits.  These vari-
ations are modeled and their impact on analog circuits analyzed. Finally, analog layout issues are then dis-
cussed, including matching and noise considerations.

2.1 CMOS PROCESSING

In this section, the basic steps involved in processing a CMOS integrated circuit are presented. For illustra-
tive purposes, we describe here an example -well process with a  substrate and two layers of metal. Many
of the possible variations during processing are also described, but we focus primarily on the basics which
any analog designer should know. The processing of nanometer feature sizes can require many additional
steps.

2.1.1 The Silicon Wafer

The first step in realizing an integrated circuit is to fabricate a defect-free, single-crystalline, lightly doped
silicon wafer. To realize such a wafer, one starts by creating metallurgical-grade silicon through the use of a
high-temperature chemical process in an electrode-arc furnace. Although metallurgical-grade silicon is about 98
percent pure, it has far too many impurities for use in realizing integrated circuits. Next, a silicon-containing gas
is formed and then reduced. Pure silicon is precipitated onto thin rods of single-crystalline silicon. This depos-
ited electronic-grade silicon is very pure but, unfortunately, it is also polycrystalline. To obtain single-crystalline
silicon, the silicon is melted once again and allowed to cool. As it cools, a single-crystalline ingot is slowly
pulled and turned from the molten silicon using the Czochralski method. The Czochralski method starts with a
seed of single crystal silicon, and the pull rate and speed of rotation determine the diameter of the crystalline rod
or ingot. Typical diameters are 10 to 30 cm (i.e., 4 to 12 inches) with lengths usually longer than 1 meter. Producing
a silicon ingot can take several days.

n p
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Normally, heavily doped silicon is added to the melt before the single-
crystalline ingot is pulled. After the doped silicon diffuses through the molten
silicon, a more lightly doped silicon ingot results. In our example process,
boron impurities would be added to produce a -type ingot. The ingot is cut
into wafers using a large diamond saw. A typical wafer might have a thickness
of about 1 mm. After the ingot is sawed into wafers, each wafer is polished
with Al2O3, chemically etched to remove mechanically damaged material,
and then fine-polished again with SiO2 particles in an aqueous solution of
NaOH. Very often, the company that produces the silicon wafers is not the
same company that eventually patterns them into monolithic circuits.

There are two methods for establishing the background doping level of the surface silicon in which all of the
transistors will be made. One is to simply control the boron impurity levels in the ingot to provide a  wafer con-
centration of around  . Such a doping level would give a resistivity of 10 to 20 Ω cm.
The other method is to begin with a very heavily doped  wafer with a low resistivity of around
0.01 Ω cm. Then, upon the surface of the  wafer, a layer of  silicon is grown with a higher resistivity of 5 to
20 Ω cm. All of the devices are fabricated within this top epitaxial layer, which may be from 2 to 20  thick.
The use of an epitaxial layer provides more precise control over dopant concentrations while the  substrate
underneath provides a low-resistivity ground plane under the circuit helping to prevent latchup, described in Sec-
tion 2.2.4. In either case, transistors are fabricated in  silicon near the surface of the wafer.

2.1.2 Photolithography and Well Definition

Photolithography is a technique in which selected portions of a silicon wafer can be masked so that some type of
processing step can be applied to the remaining areas. Although photolithography is used throughout the manufac-
ture of an integrated circuit, here we describe this photographic process in the context of preparing the wafer for
defining the well regions.1 

Selective coverage for well definition is performed as follows. First, a glass mask, M1, is created, which
defines where the well regions will be located. The glass mask is created by covering the mask in photographic
materials and exposing it to an electron beam, or e beam, in the regions corresponding to the well locations. Such
exposure results in the well regions on the glass mask turning opaque, or dark. As a result, the glass mask can be
thought of as a negative of one layer of the microcircuit. In a typical microcircuit process, ten to twenty different
masks might be required. The cost for these masks varies considerably depending upon the minimum feature sizes
to be patterned on the microcircuit. For example, currently a set of masks for a 0.35-μm CMOS process might cost
roughly $30,000, whereas the cost of a mask set for the most advanced modern processes approaches $1,000,000.
Because a high degree of precision is required in manufacturing these masks, often (but not always) a company
other than the integrated circuit processing company makes the masks. The creation of the opaque regions of the
mask by the electron beam is controlled by a computer dependent on the contents of a database. The database
required for the e beam is derived from the layout database produced by the designer, using a computer-aided
design (CAD) software program.

The first step in masking the surface of the wafer is to thermally grow a thin layer of silicon-dioxide (SiO2) to
protect the surface of the microcircuit. Details of this step are discussed later. On top of the SiO2, a negative pho-
toresist, PR1, is evenly applied to a thickness of around 1 μm while spinning the microcircuit. Photoresist is a light-
sensitive polymer (similar to latex). In the next step, the mask, M1, is placed in close proximity to the wafer, and
ultraviolet light is projected through the mask onto the photoresist. Wherever the light strikes, the polymers cross-
link, or polymerize. This change makes these regions insoluble to an organic solvent. This step is shown in Fig. 2.1

1. Wells are doped regions that will contain one of the two types of transistors realized in a CMOS process. For example, wells that are 
 type contain -channel transistors.

Key Point:  The first step in real-
izing an integrated circuit is to 
produce a single-crystalline sili-
con wafer from 10 to 30 cm in 
diameter and roughly 1 mm thick. 
The silicon is either lightly 
doped, or heavily doped with a 
thin lightly-doped epitaxial layer 
on top in which the transistors 
are made.
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2.1 CMOS Processing 75

The regions where the mask was opaque (i.e., the well regions) are not exposed. The photoresist is removed in these
areas using an organic solvent. Next, the remaining photoresist is baked to harden it. After the photoresist in the
well regions is removed, the uncovered SiO2 may also be removed using an acid etch. (However, in some processes
where this layer is very thin, it may not be removed.) In the next step, the dopants needed to form the well are
introduced into the silicon using either diffusion or ion implantation (directly through the thin oxide, in cases where
it has not been removed).

The procedure just described involves a negative photor esist, where the
exposed photoresist remains after the masking. There are also positive photore-
sists, in which the exposed photoresist is dissolved by the organic solvents. In
this case, the photoresist remains where the mask was opaque. By using both
positive and negative resists, a single mask can sometimes be used for two
steps—first, to protect one region and implant the complementary region and
second, to protect the complementary region and implant the original region.

The feature sizes that may be patterned using photolithography are influ-
enced by the wavelength of light used. When the integrated circuit features are
smaller than the wavelength of light (currently 193-nm ultraviolet light is used),
the wave nature of light results in patterns on the photoresist that do not precisely match those of the mask. Fortu-
nately, these effects can be partially compensated for by modifying the mask pattern so that the resulting geome-
tries more closely match those intended by the designer. This technique is referred to as “optical proximity
correction” and is a common practice to realize feature sizes below 100 nm. Further improvements have been
made by immersing the photolithography in a liquid bath. Doing so changes the path of light resulting in improved
resolution and improved tolerance to unevenness of the substrate surface. Efforts are ongoing to reduce the mini-
mum feature sizes that may be patterned by using shorter wavelengths for photolithography (extreme ultraviolet
light or even X-rays).

Opaque

Ultraviolet light

Translucent

Hardened photoresist, PR1

Glass

SiO2

p–

mask

region 
region 

Fig. 2.1 Se-lectively hardening a region of photoresist using a glass mask.

Key Point:  Most features on 
integrated circuits are pat-
terned using photolithogra-
phy whereby light is passed 
through a mask to cast pat-
terns onto the underlying sili-
con wafer, ultimately defining 
the circuit's physical features 
such as transistor sizes and 
wiring.
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2.1.3 Diffusion and Ion Implantation

After the photoresist over the well region has been removed, the next step is to introduce dopants through the
opening where the well region will be located. There are two approaches for introducing these dopants: diffusion
and ion implantation.

In both implantation methods, usually the SiO2 in the well region will first be removed using an acid etch.
Next, the remaining hardened photoresist is stripped using acetone. This leaves SiO2 that was protected by the
hardened photoresist to mask all of the nonwell (i.e., substrate) regions. 

In diffusion implantation, the wafers are placed in a quartz tube inside a heated furnace. A gas containing the
dopant is introduced into the tube. In the case of forming an  well, the dopant in the gas would probably be phos-
phorus. Arsenic could also be used, but it takes a much longer time to diffuse. The high temperature of the diffu-
sion furnace, typically 900 to 1 100 °C, causes the dopants to diffuse into the silicon both vertically and
horizontally. The dopant concentration will be greatest at the surface and will decrease following a Gaussian pro-
file further into the silicon. If a  well had been desired, then boron would have been used as the dopant. The
resulting cross section, after diffusing the  well, is shown in Fig. 2.2.

An alternative technique for introducing dopants into the silicon wafer is ion implantation. This technique
has now largely replaced diffusion because it allows more independent control over the dopant concentration
and the thickness of the doped region. In ion implantation, dopants are introduced as ions into the wafer, as
shown in the functional representation of an ion implanter in Fig. 2.3 The ions are generated by bombarding a
gas with electrons from an arc-discharge or cold-cathode source. The ions are then focused and sent through
a mass separator. This mass separator bends the ion beam and sends it through a narrow slit. Since only ions of
a specific mass pass through the slit, the beam is purified. Next, the beam is again focused and accelerated to
between 10 keV and 1 MeV. The ion current might range from 10 μA to 2 mA. The deflection plates sweep the
beam across the wafer (which is often rotated at the same time) and the acceleration potential controls how
deeply the ions are implanted. The beam current and time of implantation determine the amount of dosage.
Thus, depth and dosage are controlled independently. Two problems that occur with ion implantation are lat-
tice damage and a narrow doping profile. The lattice damage is due to nuclear collisions that result in the dis-
placement of substrate atoms. The narrow profile results in a heavy concentration over a narrow distance, as is
shown in Fig. 2.4. For example, arsenic ions with an acceleration voltage of 100 keV might penetrate approxi-
mately 0.06 μm into the silicon, with the majority of ions being at . Both of these problems
are largely solved by annealing.

n

p
n

Fig. 2.2 Forming an n well by diffusing phosphorus from a gas into the silicon, through the opening 
in the SiO2.

2PH3 + 4O2
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SiO2n well
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Annealing is a step in which the wafer is heated to about 1000 °C, perhaps for 15 to 30 minutes, and then
allowed to cool slowly. This heating stage thermally vibrates the atoms, which allows the bonds to reform.
Annealing also broadens the dopant concentration profile, making the doping levels more uniform, as shown in
Fig. 2.4. It should be noted that annealing is performed only once during processing, after all the implantation
steps have been performed but before any metal layers have been created.2

For -type dopants, arsenic is used for shallow implantations, such as the source or drain junctions. Phospho-
rus might be used for the well. Boron is always used to form the  regions.

Although more expensive, ion implantation has been largely replacing diffusion for forming  and  regions
because of its greater control over doping levels. Another important advantage of ion implantation is the much
smaller sideways diffusion, which allows devices to be more closely spaced and, more importantly for MOS tran-
sistors, minimizes the overlap between the gate-source or gate-drain regions.

2. If annealing were done after deposition of a metal layer, the metal would melt. 
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Fig. 2.3 An ion-implantation system.

Fig. 2.4 Dopant profiles after ion implantation both before and after annealing.
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In some modern processes, both  and  wells are created in which NMOS and PMOS devices will be fabri-
cated, respectively. This is referred to as a twin-well process.

2.1.4 Chemical Vapor Deposition and Defining the Active Regions

The next few steps use the mask M2 to define where the transistors will be located and to make isolation structures
between them. A thin layer of thermal SiO2 is first grown everywhere to protect the surface of the silicon lattice.
Next, Si3N4 is deposited everywhere during a gas-phase reaction in which energy is supplied by heat (at about
850 °C). This process is called chemical vapor deposition, or CVD. After this step, the photoresist PR2 is deposited,
exposed through the mask, M2, dissolved, and hardened. Often, this step will be done using positive photoresist such
that, wherever the mask M2 is not opaque, the photoresist will be softened. In other words, the photoresist is left
intact after the organic dissolution step, under the opaque regions of the mask. These become the active device
regions where the transistors will eventually be located, also sometimes referred to as the “oxide definition” (OD)
regions because over these regions only a very thin gate-oxide will be made. The hardened photoresist is left on top
of the Si3N4 to protect it over the OD regions. Next, the Si3N4, wherever it is not protected by the photoresist, is
removed by etching it away with a hot phosphoric acid. The SiO2 is then removed with a hydrofluoric acid etch.
Finally, the remaining photoresist is chemically removed with a process that leaves the remaining Si3N4 intact. The
remaining Si3N4 will act as a mask to protect the active regions while the isolation structures are being made.

These steps result in a thin layer of thermal SiO2, as well as a layer of silicon nitride (Si3N4), covering all
active (OD) regions as shown in Fig. 2.5.

2.1.5 Transistor Isolation

Parasitic transistors are formed everywhere on a silicon die wherever a conductor appears above and between the
junction regions of different transistors. If the electrical potential on a conductor should approach the threshold
voltage of a parasitic transistor underneath it, undesired leakage currents may flow between transistors that are
intended to be unconnected. In order to prevent this, extra processing is performed to ensure that these parasitic
transistors can not conduct appreciable current. Two popular methods to isolate transistors are local oxidation of
the silicon (LOCOS) and shallow-trench isolation (STI).

p n

Fig. 2.5 The cross section of the wafer after the oxide definition (OD) regions are patterned.
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2.1 CMOS Processing 79

Local Oxidation of Silicon (LOCOS)
LOCOS processing involves the implantation of additional dopants ( filed-implants) between transistors to ensure
any parasitic transistors have a very large threshold voltage, followed by the creation of very thick layers of SiO2
( field-oxide) above the field-implants. 

First, the field-implants are introduced under where the field-oxide will be grown. For example, boron is
implanted under the field-oxide everywhere except in the  well regions. This implant guarantees that the silicon
under the field-oxide will never invert (or become ) when a conductor over the field-oxide has a large voltage.
For the field-oxide in the well regions, where -channel transistors will eventually reside, an -type implant such
as arsenic (As) could be used. Often, it is not necessary to include field-implants under the field-oxide of the well
regions because the heavier doping of the well (compared to that of the substrate) normally guarantees that the
silicon will never invert under the field-oxide in these regions.

When implanting the field-implants in the substrate regions, it is necessary to first cover the wells with a
protective photoresist, PR3, so the -well regions do not receive the  implant. This can be done using the same
mask, M1, that was originally used for implanting the  wells, but now a positive photoresist is used. This positive
photoresist remains where the mask is opaque (i.e., dark), which corresponds to the well regions. 

After the exposed photoresist has been dissolved, we now have the cross section shown in Fig. 2.6. Notice
that at this step, all the active regions, where eventually the transistors will reside, are protected from the field
implants by the Si3N4 and SiO2. Additionally, the complete well regions are also protected by PR3. The field-
implant will be a high-energy implant with a fairly high doping level. Before the field-oxide is grown, PR3 is
removed, but the silicon-nitride–silicon-dioxide sandwich is left.

The next step is to grow the field-oxide, SiO2. There are two different ways that SiO2 can be grown. In a
wet process, water vapor is introduced over the surface at a moderately high temperature. The water vapor
diffuses into the silicon and, after some intermediate steps, reacts according to the formula

(2.1)

In a dry process, oxygen is introduced over the wafer, normally at a slightly higher temperature than that used in
the wet process, and reacts according to the formula

(2.2)

n
n

p n

n p
n

Fig. 2.6 The cross section when the field-implants are being formed in a LOCOS process.
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Since both of these processes occur at high temperatures, around 800 to 1200 °C, the oxide that results is some-
times called a thermal oxide.

The field oxide does not grow wherever CVD-deposited Si3N4 remains, because the Si3N4 is relatively inert
to both water and oxygen. Wherever the process does occur, the volume increases because oxygen atoms have
been added. Specifically, SiO2 takes up approximately 2.2 times the volume of the original silicon. This increase
will cause the SiO2 to extend approximately 45 percent into, and 55 percent above, what previously was
the surface of the silicon. The resulting cross section is shown in Fig. 2.7. Note that in our example process, the
field-oxide in the substrate region has field-implants under it, whereas the field-oxide in the wells does not.

When growing thermal SiO2, the wet process is faster because H2O diffuses faster in silicon than O2 does,
but the dry process results in denser, higher-quality SiO2 that is less porous. Sometimes, growing the field-oxide
starts with a dry process, changes to a wet process, and finishes with a dry process. When thin layers of SiO2 are
grown, as the next section describes, usually only a dry process is used.

LOCOS is the preferred method for transistor isolation when minimum feature sizes exceed 0.25 μm. At
smaller feature sizes the rounded corners of the field-oxide take up too much space and improved isolation pro-
cessing is required. 

Shallow-Trench Isolation (STI)
A STI process involves etching trenches into the silicon
substrate between the active regions and filling the
trenches with oxide. As with the field-oxide in a LOCOS
process, the trench locations are defined by a Si3N4 layer.
Filling the trenches is a two-step process: first, the
trenches are lined with a thin SiO2 layer that is thermally
grown; then additional oxide is deposited over the entire
wafer, filling the trenches and leaving behind a very
uneven surface. Finally, the top surface is polished to pla-
narize it for further processing. These steps are performed
at the start of the process flow, prior to well definition. An
example wafer cross-section when STI is used in place of
LOCOS is illustrated in Fig. 2.8. STI provides good isola-
tion between transistors even when very closely spaced
and is currently in wide use. However, it requires more

Fig. 2.7 The cross section after the field-oxide has been grown in a LOCOS process.

Si3N4 SiO2 Field-oxide 

p+ field-implants

n well

p–

Si3N4 SiO2

p–

n well

Fig. 2.8 The resulting wafer cross section 
when shallow-trench isolation (STI) is used 
between transistors.
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2.1 CMOS Processing 81

steps than LOCOS and is therefore more expensive. Moreover, the creation and filling of the trenches places a
strain on the silicon wafer’s lattice structure, which impacts the electrical characteristics of nearby transistors.

2.1.6 Gate-Oxide and Threshold-Voltage Adjustments

In the next step, the Si3N4 is removed using hot phosphoric acid. If a thin layer of SiO2 is under the Si3N4, protecting
the surface, as shown in Fig. 2.7, this SiO2 is also removed, usually with hydrofluoric acid. The high-quality, thin
gate-oxide is then grown using a dry process. It is grown everywhere over the wafer to a thickness of between
about 1 and 30 nm.

After the gate-oxide has been grown, donors are implanted so that the
final threshold voltages of the transistors are correct. Note that this implanta-
tion is performed directly through the thin gate-oxide since it now covers the
entire surface. Processes differ in how they realize the threshold-adjust step.

In a simple process, the threshold voltages of both the - and -channel tran-
sistors are adjusted at the same time. We saw in the Appendix of Chapter 1 that
the -channel transistors require a boron implant to increase Vtn from its native
value to its desired value. If the  wells are doped a little heavier than ideal, the
native threshold voltage of the -channel transistors in the well will also be lower
than desired. As a result, the same single boron threshold-adjust implant can
bring the NMOS and PMOS threshold voltages to their desired value. 

By using a single threshold-voltage-adjust implant for both -channel
and -channel transistors, two photoresist masking steps are eliminated. If
the different transistors are individually implanted, then the second of two
types of transistors has to be protected by, say, a negative photoresist while the first type is being implanted.
Next, a positive photoresist can be used with the same mask to protect the first type of transistor while the sec-
ond type is being implanted. The mask used is normally the same mask used in forming the  wells, in other
words, M1. Thus, no additional mask is required, but a number of additional processing steps are needed. The
major problem with using a single threshold-adjust implant is that the doping level of the  well is higher than
optimum. This higher doping level increases the junction capacitances and the body effect of the transistors in
the well. Separate - and -type threshold adjust implants allow optimum well doping and are currently more
popular. The cross section at this stage is shown in Fig. 2.9.

Key Point:  Transistors are fabri-
cated inside the “active” or 
“oxide definition” (OD) regions 
of the microcircuit. Over OD 
regions, only a very thin oxide 
separates the polysilicon gates 
from the transistor channel 
regions underneath, and addi-
tional dopants are introduced to 
control the threshold voltages. 
Surrounding the OD regions are 
isolation structures to prevent 
parasitic transistors from 
conducting leakage currents.
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Fig. 2.9 Cross section after the thin gate-oxide growth and threshold-adjust implant.
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2.1.7 Polysilicon Gate Formation

The next step in the process is chemical deposition of the polysilicon gate material. One method to create polysil-
icon is to heat a wafer with silane gas flowing over it so the following reaction occurs

(2.3)

If this reaction occurs at high temperatures, say, around 1000 to 1250 °C, and the original surface of the wafer was
single crystal, the deposited silicon will also be single crystal. This approach is used both when epitaxial layers are
grown in bipolar processes and in some modern CMOS processes. However, when depositing the polysilicon
gates the original surface is SiO2 and the wafer is heated only to about 650 °C. As a result, the silicon that is
deposited is noncrystalline, or amorphous. Thus, this silicon is often referred to as polysilicon. 

It is desirable that the polysilicon gates have low resistivity. Any series resistance in the gate will reduce the
speed of the resulting transistors, and be an additional source of noise in the circuits. Hence, after the polysilicon
is deposited, it is ion implanted with arsenic to increase its conductivity. A typical final resistivity for polysilicon
might be 10 to 30 , and its thickness might be around 0.25 μm. An additional step may be used to create a
layer of low-resistivity salicide on top of the polysilicon gate, further reducing its resistance. For analog circuits,
polysilicon strips may also be used as integrated circuit resistors rather than transistor gates. To accommodate this,
an additional mask may be used to change the ion implantation and block the salicide resulting in a higher resistiv-
ity of typically 500  to 3 k  depending upon the processing details, making the material useful for realizing
resistor values of 100s s to 10s .

After the deposition just described, the polysilicon gate material covers the entire wafer. This polysilicon is
then patterned using a new mask, M3, and a positive photoresist, PR4. The mask is opaque where hardened poly-
silicon should remain. After the nonhardened photoresist is removed, the polysilicon is etched away using a reac-
tive plasma etch. This etch removes all of the polysilicon not protected by photoresist but removes very little of
the underlying SiO2. This thin gate-oxide layer is used to protect the surface during the next step of junction
implantation. The cross section at this phase is shown in Fig. 2.10.

2.1.8 Implanting the Junctions, Depositing SiO2, and Opening Contact Holes

The next step involves the ion implantation of the junctions. In our example process, the  junctions are formed
first by placing positive photoresist, PR5, everywhere except where the  regions are desired. A new mask, M4, is

SiH4 Si 2H2+→
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Fig. 2.10 Cross section after depositing and patterning the polysilicon gates.

p+

n well

p– 

SiO2

PR4 Polysilicon
 gate

c02.fm  Page 82  Sunday, October 23, 2011  3:47 PM
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used in this step. The  regions are then ion implanted, possibly through a thin oxide in some processes. The
cross section at this stage is shown in Fig. 2.11.

Notice that the  junctions of the -channel transistors are defined on
one edge by the field-oxide and, more importantly, next to the active gate area
by the edge of the polysilicon gate. During the implantation of the boron, it
was the gate polysilicon and the photoresist over it that protected the channel
region from the  implant. Thus, the  junctions are self-aligned to the
polysilicon gates, resulting in very little overlap (i.e., a small , as defined
in Chapter 1). Also, note that the effective channel areas of the transistors are
defined by the intersection of the gate-defining mask, M3, and the mask used
in defining the active regions, M2 (i.e., the mask used in defining where
Si3N4 remains). Thus, these are the two most important masks in any MOS process. The development of this self-
aligned process has proven to be an important milestone in realizing small high-speed transistors.

Also notice that a  junction has been implanted in the substrate region. This junction, called a substrate tie,
is used to connect the substrate to ground in microcircuits. These substrate ties are liberally placed throughout the
microcircuit to help prevent latch-up, a problem discussed at the end of this chapter. In addition, the underside of
the wafer would normally be connected to ground as well, through a package connection.

Next, the photoresists are all removed using acetone. The  active regions are then protected using the same
mask, M4, that was used for the previous step, but now a negative photoresist, PR6, is used. The  junctions are
then implanted using arsenic. The cross section at the end of this stage is shown in Fig. 2.12.
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Fig. 2.11 Cross section after ion-implanting the + junctions.p
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Key Point:  The edge of transis-
tor source and drain junctions 
are defined by the edge of the 
polysilicon gate above. This 
“self-alignment” of the gate and 
junctions was key in the 
development of small high-speed 
transistors.
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After the junctions have been implanted and PR6 has been removed, the complete wafer is covered in CVD
SiO2. This protective glass layer can be deposited at moderately low temperatures of 500 °C or lower. The depos-
ited SiO2 might be 0.25 to 0.5 μm thick.

The next step is to open contact holes through the deposited SiO2. The contact holes are defined using mask
M5 and positive resist PR7.

2.1.9 Annealing, Depositing and Patterning Metal, and Overglass Deposition

After the first layer of CVD SiO2 has been deposited, the wafer is annealed. As mentioned earlier in this section,
annealing entails heating the wafer in an inert gas (such as nitrogen) for some period of time (say, 15 to 30 min-
utes) at temperatures up to 1000 °C. The resulting thermal vibrations heal the lattice damage sustained during all
the ion implantations, broaden the concentration profiles of the implanted dopants, and increase the density of the
deposited SiO2.

Next, interconnect metal is deposited everywhere. Historically, aluminum (Al) has been used for the intercon-
nect. However, other metals have been used that have less of a tendency to diffuse into the silicon during electrical
operation of the microcircuit. Copper is increasingly being used to take advantage of its lower resistivity, an
important consideration for very thin wires and for wires conducting large currents. The metal is deposited using
evaporation techniques in a vacuum. The heat required for evaporation is normally produced by using electron-
beam bombarding, or possibly ion bombarding in a sputtering system. After the metal is deposited on the entire
wafer, it is patterned using mask M6 and positive photoresist PR8, and then it is etched.

At this time, a low-temperature annealing might take place to give better bonds between the metal and the
silicon. The temperature of this annealing must be less than 550 °C so the aluminum doesn’t melt.

Next, an additional layer of CVD SiO2 is deposited, additional contact
holes are formed using mask M7 and photoresist PR9, and then a second layer
of metal is deposited and etched using mask M8 and photoresist PR10. Often
the primary use of top layers of metal might be to distribute the power supply
voltages. Lower layers would be used more often for local interconnects in
gates. In modern fabrication, this process may be repeated ten or more times
to provide a much denser interconnect.

After the last level of metal is deposited, a final passivation, or overglass, is deposited for protection. This
layer would be CVD SiO2, although often an additional layer of Si3N4 might be deposited because it is more
impervious to moisture.

The final microcircuit processing step is to etch openings in the passivation to metal pads located in the top
metal layer to permit electrical contacts to be formed to the circuit. This final step would use mask M9 and photo-
resist PR11. A cross section of the final microcircuit for our example process is shown in Fig. 2.13.

2.1.10 Additional Processing Steps

This chapter has focused primarily on an example process representative of a technology with minimum feature sizes
of approximately 0.5 μm. However, many variations, often involving additional masks, are possible. Additional steps
are certainly required to realize smaller feature sizes. Some of the possible variations are as follows:

1. Two wells may exist: one for -channel transistors and one for -channel transistors. This twin-well
process allows both wells to be optimally doped.

2. An additional polysilicon layer may be deposited over the first layer and separated by a thin thermal
oxide layer. This extra poly layer can be used to realize highly linear poly-to-poly capacitors.

3. An additional polysilicon layer might be formed that has an extremely high resistivity (say, ).
This high resistivity is used to realize resistor loads in four-transistor, static random-access memory
(SRAM) cells.

Key Point:  Up to 10 or even 
more layers of metal are pat-
terned above the silicon surface, 
separated by insulating oxide, to 
provide interconnect between all 
the devices in a circuit.

p n

1 GΩ ⁄
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2.1 CMOS Processing 85

4. Field-implants may exist under the field-oxide in the well regions as well as under the field-oxide in the
substrate regions.

5. Often, the -channel and the -channel transistors will have separate threshold-voltage-adjust
implants.

6. The microcircuit might have up to ten or more layers of metal.
7. It is usually necessary to add several additional steps so that the surface is made smoother, or pla-

narized, after each metal-patterning step. This is normally done by a reactive etching process in which
the metal is covered with  and the hills are etched faster than the valleys.

8. Different metals might be used for the silicon contacts than for the interconnect, to obtain better fill in
and less diffusion into the silicon surface.

9. Thin-film nichrome resistors may exist under the top layer of metal. 
10. Additional ion implantation and salicide blocking steps may be used to produce polysilicon strips with 

high sheet resistance for use as resistors.
11. The transistors may be realized in an epitaxial layer. For example, the substrate may be , and a -

epitaxial layer would be grown on top. The advantages of this type of wafer are that it is more immune
to a destructive phenomenon called latch-up (described at the end of this chapter), and it is also more
immune to gamma radiation in space. Finally, it greatly minimizes substrate noise in microcircuits that
have both analog and digital circuits, (i.e., mixed-mode microcircuits).

12. “Shallow-trench isolation” involves etching trenches into the silicon substrate between transistors to
reduce the coupling between them, which is increasingly problematic at small feature sizes.

13. In order to mitigate hot carrier effect, the narrow portion of the source/drain regions immediately adja-
cent to the channel may be ion implanted to reduce their doping levels. Unfortunately, these “lightly-
doped drain” regions also introduce a significant resistance in series with the channel.

14. Impurities may be introduced into the crystalline silicon lattice in order to stretch or compress the MOSFET
channel regions. For example, silicon germanium has a larger lattice spacing than pure silicon, so by using
some silicon germanium to stretch the regular silicon crystal lattice, an increase in electron mobility is
effected.

15. Ion implantation with very high acceleration may be used to implant dopants at a depth greater than any
of the transistor features; for example, approximately 2 μm below the substrate surface. This is some-
times used to create a buried deep  well region below the silicon substrate and contacted by a regular

 well. A critical circuit may be isolated from noise in neighboring circuits by enclosing it in such a
buried  well making it useful for mixed analog-digital integrated circuits.

Fig. 2.13 Final cross section of an example CMOS microcircuit.
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16. Additional processing steps may be used to ensure that bipolar transistors can be included in the same
microcircuit as MOS transistors. This type of process is called a BiCMOS process and is particularly
popular for analog high-speed microcircuits.

2.2 CMOS LAYOUT AND DESIGN RULES
It is the designer’s responsibility to determine the geometry of the various masks required during processing. The
process of defining the geometry of these masks is known as layout and is done using a CAD program. Here, we
describe some typical layout design rules and the reasons for these rules.

2.2.1 Spacing Rules

When designing the layout, typically the designer does not need to produce the geometry for all of the masks
because some of the masks are automatically produced by the layout program. For example, the  and  masks
used for the source and drain regions are usually generated automatically. Also, the program might allow the
designer to work in the final desired dimensions. The layout program then automatically sizes the masks to
account for any lateral diffusion or etching loss; this sizing produces larger- or smaller-dimension masks. For
example, a designer might draw a polysilicon line so that a transistor would have a 0.1-μm length. The program
might then produce a mask that had a 0.12-μm line width. This increased mask sizing would account for the junc-
tion overlap due to lateral diffusion and the polysilicon loss due to etching.

In a modern layout program, the layout of some circuit cells might already be performed and stored in a library.
During overall layout, these cells are then parametrically adapted to a required size, and the corresponding geome-
tries for every layer are automatically generated. Often, when the cells are being connected, they might be automati-
cally placed an d routed, or connected, by the program. The designer might then interactively modify this
automatically generated layout. Thus, as time goes on, the layout becomes more automated as more cells become
available. However, the designer must still take direct control of the layout of critical cells, especially when the lay-
out must be small or the resulting circuits must be fast. For example, one would rarely allow a computer to automati-
cally generate the layout of a memory cell where space and capacitive loading of the connecting buses are critical.
Thus, a digital microcircuit designer must be knowledgeable about the design rules that govern the layout required
for the process used.

The two most important masks are those for the active (OD) region and for the gate polysilicon. The intersec-
tion of these two masks becomes the channel region of MOS transistors. For example, consider Fig. 2.14(a),
which shows a simplified view of a MOS transistor, and Fig. 2.14(b), which shows the corresponding layout of the
active mask and the polysilicon, or poly, mask. In Fig. 2.14(b), the poly mask runs vertically. The length of
the poly that intersects the active-region mask is the transistor width, W, and the width of the poly line is the tran-
sistor length, L, as Fig. 2.14 shows.

The design rules for laying out transistors are often expressed in terms of a quantity, λ, where λ is 1/2 the
minimum permitted gate length. This generalization allows many of the design rules to be simply expressed, inde-
pendent of the true value for the minimum channel length (i.e., ). Figure 2.14(b) shows the smallest possible
transistor that can be realized in a given process when a contact must be made to each junction. Also shown are
many of the minimum dimensions in terms of λ.

When we express design rules in terms of λ, we assume that each mask has a worst-case alignment of
under 0.75λ. Thus, we can guarantee that the relative misalignment between any two masks is under 1.5λ. If an
overlap between any two regions of a microcircuit would cause a destructive short circuit, then a separation
between the corresponding regions in a layout of 2λ guarantees this will never happen. For example, consider
the poly mask and the contact mask in Fig. 2.14(b). If these two regions overlap in the microcircuit, then the

p+ n+

2λ
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2.2 CMOS Layout and Design Rules 87

metal used to contact the source junction is also short-circuited to the gate poly, causing the transistor to be
always turned off, as shown in Fig. 2.15. If the source happens to be connected to ground, this error also short-
circuits the gate-to-ground. To prevent this type of short, the contact openings must be kept at least 2λ away
from the polysilicon gates.

Another example of a catastrophic failure due to misalignment is a gate that does not fully cross the active
region (also shown in Fig. 2.15). Since the junctions are implanted everywhere in the active region except under the
gate, this misalignment causes a short circuit between the source and the drain—thus the design rule that polysilicon
must always extend at least 2λ past the active region.

Another design rule is that active regions should surround contacts by at least 1λ. If, in reality, an overlap
exists between the edge of the active-region mask and the contact mask, no disastrous shorts occur. The circuit
still works correctly as long as sufficient overlap exists between the contact and the active masks so that a good
connection is made between the aluminum interconnect and the junction. Since the maximum relative misalign-
ment is 1.5λ, having the source (or drain) region surround the contact by 1λ and a minimum contact width of 2λ
guarantees an overlap of at least 1.5λ.

The few design rules just described are sufficient to allow one to estimate the minimum dimensions of a junc-
tion area and perimeter before a transistor has been laid out. For example, assume that in Fig. 2.14 a contact is to

Fig. 2.14 (a) A simplified view of a partially finished transistor and (b) the corresponding layout of 
the active, polysilicon, and contact masks.
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be made to a junction; then the active region must extend past the polysilicon region by at least 5λ. Thus, the
minimum area of a small junction with a contact to it is

(2.4)

where W is the transistor width. Similarly, in Fig. 2.14, the perimeter of a junction3 with a contact is given by
(2.5)

These estimates may be used when estimating the parasitic capacitances in the transistor models. They may also
be used in SPICE to simulate circuits so the parasitic capacitances are determined more accurately. However, note
that they are only estimates; the true layout will differ somewhat from these rough estimates.

Sometimes, when it is important to minimize the capacitance of a junc-
tion, a single junction can be shared between two transistors. For example,
consider the series connection of two transistors shown in Fig. 2.16(a). The
active, poly, and contact masks might be laid out as shown in Fig. 2.16(b).
Notice that a single junction is shared between transistors Q1 and Q2. The
area, and especially the perimeter of this junction, are much smaller than
those given by equations (2.4) and (2.5). Also, in a SPICE simulation, the
area and perimeter should be divided by 2 when they are specified in each
transistor description, since the junction is shared. Alternatively, all of the
area and perimeter could be specified in one transistor description, and the
area and perimeter of the other junction could be specified as zero.

Since the junction sidewall capacitance is directly proportional to the
junction perimeter, and since this capacitance can be a major part of the total junction capacitance (because of the

3. Note that the perimeter does not include the edge between the junction and the active channel separating the junction and the gate 
because there is no field-implant along this edge, and the sidewall capacitance is therefore smaller along that edge.

Fig. 2.15 Mask misalignment that results in catastrophic short circuits and an example of a non-
catastrophic misalignment.

Gate poly 

Source junction Drain junction 

Noncatastrophic
misalignment 

Source-to-gate
short circuit

Source-to-drain
short circuit

As Ad 5λW= =

Ps Pd 10λ W+= =

Key Point:  Finite tolerances 
during integrated circuit manufac-
turing impose constraints on the 
minimum sizes and spacing of 
transistor and interconnect 
features. These constraints may be 
expressed as multiples of λ, equal 
to one-half the minimum gate 
length. They influence parasitic 
capacitances, and ultimately the 
circuit bandwidth which an analog 
designer may expect.
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2.2 CMOS Layout and Design Rules 89

heavily doped field-implants), minimizing the perimeter is important. Note that it is impossible to share junctions
between -channel and -channel devices as they must be located in separate substrate regions doped - and -
type respectively.

EXAMPLE 2.1

Assuming , find the area and perimeters of junctions , and  for the circuit in Fig. 2.16.

Solution
Since the width and length are shown as  and , respectively, and , the physical sizes are

 and .
Thus, for junction , using the formulas of (2.4) and (2.5), we have

(2.6)

and

(2.7)

Since this junction is connected to ground, its parasitic capacitance is unimportant and little has been done to min-
imize its area. Contrast this case with junction , where we have

(2.8)

The perimeter is unchanged, resulting in . Thus, we have decreased the junction area by using the
fact that the transistor is much wider than the single contact used. However, sometimes wide transistors require

n p p n

λ 0.2 μm=
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Fig. 2.16 (a) A series connection of two transistors and (b) a possible layout.
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additional contacts to minimize the contact impedance. For example, the two contacts used for junction  result
in roughly half the contact impedance of junction . 

Next, consider the shared junction. Here we have a junction area given by

(2.9)

 Since this is a shared junction, in a SPICE simulation we would use

(2.10)

for each of the two transistors, which is much less than . The reduction in the perimeter is even more sub-
stantial. Here we have

(2.11)

for the shared junction; so sharing this perimeter value over the two transistors would result in

(2.12)

for the appropriate junction of each transistor when simulating it in SPICE. This result is much less than the 4-μm
perimeter for node . 

Because minimizing the junction capacitance is so important, one of the first steps an experienced designer
takes before laying out important high-speed cells is first to identify the most critical nodes and then to investigate
possible layouts that minimize the junction capacitance of these nodes.

An additional design rule has been implicitly introduced in the previous example. Notice that for junction 
in Fig. 2.16, part of the active region boundary is only  away from the gate. This minimum junction area is the
typical design rule for this case.

Several design rules are required in addition to those just mentioned. Some of these are described next, with
reference to the layout of a digital inverter, shown in Fig. 2.17. Notice that the  well surrounds the -channel
active region, and therefore the  junctions of the -channel transistors, by at least 3λ. Notice also that the mini-
mum spacing between the  well and the junctions of -channel transistors, in the substrate, is 5λ. This large spac-
ing is required because of the large lateral diffusion of the  well and the fact that if the -channel junction became
short-circuited to the  well, which is connected to VDD, the circuit would not work. Conversely, a -substrate tie
can be much closer to a well because it is always connected to ground and is separated from the well by a reverse-
biased junction. A typical dimension here might be 2λ. Since a -channel junction must be inside the well by at
least 3λ and an -channel junction must be outside the well by 5λ, the closest an -channel transistor can be placed
to a -channel transistor is 8λ.

Notice in Fig. 2.17 that metal is used to connect the junctions of the -channel and -channel transistors. Nor-
mally, the metal must overlap any underlying contacts by at least λ. A typical minimum width for first-level metal
might be 2λ, the same as the minimum width for polysilicon. However, it can be wider as in Fig. 2.17, where it is
4λ wide.

Notice also in Fig. 2.17 that a single contact opening, known as a butting contact, is used to contact both the -channel
transistor source and an -well tie, because both will be connected to VDD. Although the outlines of the  and 
masks are not shown in Fig. 2.17, under the contact, one half will be doped  (the -channel junction) and one half will be
doped  (the well tie). Also, for the -channel transistor, a butting contact was used to connect the -channel source to a

-substrate tie, and both will be connected to ground. In a typical set of design rules, a maximum distance between tran-
sistors and well (or substrate) ties is specified, and a maximum distance between substrate ties is also specified. For example,
the rules might specify that no transistor can be more than 100λ from a substrate tie. These rules are necessary to prevent
latch-up, a phenomenon described at the end of this chapter.
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2.2 CMOS Layout and Design Rules 91

As a final example, we describe the layout of a large transistor. Normally, a wide transistor is composed of
smaller transistors connected in parallel. This approach results in shorter individual polysilicon gate strips and,
hence, a lower series gate resistance. It also reduces the junction capacitances, as we shall see in Example 2.2.
A simplified layout of this approach is shown in Fig. 2.18(a), where four transistors that have a common gate are
connected in parallel. Figure 2.18(b) shows the circuit corresponding to the layout in Fig. 2.18(a), where the tran-
sistors have been drawn in the same relative positions. Figure 2.18(c) shows the same circuit redrawn differently,
where it is clear that the circuit consists of four transistors connected in parallel. Notice that the second and fourth
junction regions are connected by metal to node 1, whereas the first, third, and fifth junction regions are connected
by metal to realize node 2. Because it has a larger total junction area and especially a larger perimeter, node 2 will
have a much greater junction capacitance than node 1. Thus, when the equivalent transistor is connected to a cir-
cuit, node 1 should be connected to the more critical node. Also notice the large number of contacts used to mini-
mize the contact impedance. The use of many contacts in wide junction regions greatly minimizes voltage drops
that would otherwise occur due to the relatively high resistivity of silicon junctions compared to the resistivity of
the metal that overlays the junctions and connects them.4

4. The use of metal to overlay a higher-resistivity interconnect, such as polysilicon or heavily-doped silicon, is recommended to lower 
the resistivity of the interconnect.

Fig. 2.17 (a) A CMOS digital inverter and (b) a possible layout with several design rules illustrated.
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Fig. 2.18 Connecting four transistors in parallel to realize a single large transistor: (a) the layout, 
(b) the schematic drawn in the same relative positions as the layout, and (c) the circuit redrawn to 
make the parallel transistors more obvious.
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2.2 CMOS Layout and Design Rules 93

Design rules also specify the minimum pitch between polysilicon interconnects, metal 1 interconnects, and
metal 2 interconnects. These might be 2λ, 2λ, and 3λ, respectively. Metal 2 requires a larger minimum pitch
because it resides further from the silicon surface where the topography is less even. The minimum widths of poly,
metal 1, and metal 2 might also be 2λ, 2λ, and 3λ, respectively.

This concludes our brief introduction to layout and design rules. In a modern process, many more design
rules are used than those just described. However, the reasons for using and the methods of applying these rules is
similar to that which has been described. Finally, note that when one does modern integrated circuit layout, the
design rules are usually available to the layout CAD program and are automatically checked as layout progresses.

EXAMPLE 2.2

Consider the transistor shown in Fig. 2.18, where the total width of the four parallel transistors is , its length is
, and . Assuming node 2 is the source, node 1 is the drain, and the device is in the active region,

find the source-bulk and drain-bulk capacitances given the parameters   and  .
Also find the equivalent capacitances if the transistor were realized as a single device with source and drain con-
tacts still evenly placed.

Solution
Starting with node 1, the drain, we find that the areas of the junctions are equal to

Ignoring the gate side, the perimeters are given by 

As a result,  can be estimated to be

For node 2, the source, we have

and

The perimeters are found to be

and

resulting in an estimate for  of

80λ
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It should be noted that, even without the additional capacitance due to the  gate area, node 1 has less capaci-
tance than node 2 since it has less area and perimeter.

In the case where the transistor is a single wide device, rather than four transistors in parallel, we find

and

resulting in  and . Note that in this case,  is nearly twice what it is when four parallel
transistors are used.

2.2.2 Planarity and Fill Requirements

Many aspects of the fabrication process require the circuit surface to be very planar. Generally, the optics used to
achieve fine lithographic resolution in modern CMOS circuits, also ensure a very narrow depth of field for the
lithography. Hence, any surface roughness will blur the resulting patterns. As illustrated in Fig. 2.13, depending
upon the density of metal, contacts, and polysilicon, the thickness of a microcircuit can vary considerably. Hence,
it is typically required that the fraction of an overall microcircuit covered by particular layers be constrained
within some range. For example, it might be required that on the first layer of metal, between 10% and 35% of the
entire area of a layout be filled. Since more advanced CMOS processes require more precise planarity of the cir-
cuit, these fill requirements become more stringent. Modern processes place requirements not only on the overall
circuit, but also on any particular region (or “tile”) of a circuit.

In analog circuits, following the minimum fill design rules can be difficult. Analog layouts are often domi-
nated by relatively large passive components such as resistors and capacitors, which leave many metal layers
unused. A typical solution is to add superfluous “dummy” metal, polysilicon, etc. to the layout. This process is
automated by many CAD tools, but analog designers may wish to tightly control or at least monitor the process to
ensure the resulting dummy fill does not introduce any undesirable parasitic effects.

2.2.3 Antenna Rules

Antennal rules are intended to prevent a microcircuit from being permanently damaged during manufacture by
static charges that develop on conductors in the circuit. An example is illustrated in Fig. 2.19. During the manu-
facturing process, before the creation of Metal 2, the circuit shown in Fig. 2.19(a) will look like Fig. 2.19(b). As it

WL

AJ 5λ 80λ× 400λ2 16 μm2= = =

PJ 5λ 5λ 80λ+ + 90λ 18 μm= = =

Cdb 7.4 fF= Csb 9.0 fF= Cdb

Fig. 2.19 During the manufacturing process, before the creation of Metal 2, the circuit cross-section 
shown in (a) will look like (b). If a large static charge develops on the polysilicon gate at this time, the 
gate oxide can be damaged. Antenna rules ensure that nodes at risk of sustaining this type of dam-
age are connected to a diode to provide a discharge path, as shown in (c).
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passes through the various fabrication steps, a significant static electric charge may develop on the node connected
to the polysilicon gate. Since this node is completely isolated, the charge gives rise to static electric fields, which
can have high intensity across the very thin gate oxide. If sufficient charge builds up, the oxide can break down.
Antenna rules ensure that nodes at risk of sustaining this type of damage are connected to a diode from the very
start of the manufacturing process. The diode is reverse biased during circuit operation, and therefore has no effect
other than introducing some junction capacitance, but it provides a discharge path for any charge that may accu-
mulate during manufacture, as shown in Fig. 2.19(c).

2.2.4 Latch-Up

Latch-up is a destructive phenomenon in CMOS integrated circuits that can occur when there are relatively large sub-
strate or well currents or, equivalently, large substrate or well voltage drops, that might be caused by capacitive cou-
pling. These triggering voltage drops often occur when power is first applied to a CMOS integrated circuit.

A latched-up circuit is equivalent to a turned-on silicon-controlled rectifier (SCR) between the power supply
and ground. This SCR effectively short-circuits the power supplies on the microcircuit and, unless the supply-current
is limited, irreparable damage will probably occur (such as a fused open bonding wire or interconnect line).

To understand latch-up, consider the cross section of the CMOS inverter shown in Fig. 2.20 with the parasitic
bipolar transistors  and . Transistor  is a lateral npn, with the base being formed by the p– substrate,
whereas  is a vertical pnp, with the base being formed by the n-well region. The parasitic bipolar circuit has
been redrawn in Fig. 2.21 along with some of the parasitic resistances due to the lightly doped substrate and well
regions. The circuit realizes two cross-coupled common-emitter amplifiers in a positive feedback loop. This is the
equivalent circuit of an SCR, which is sometimes referred to as a crowbar switch. 

Normally, the parasitic bipolar transistors are off, and the voltages are as shown in Fig. 2.21(a). However, if
latch-up is somehow triggered, they turn on when the loop gain is larger than unity, and as a result, the voltages are
approximately those shown in Fig. 2.21(b). This turned-on SCR effectively places a short-circuit across the
power-supply voltage and pulls  down to approximately 0.9 V. If the power supply does not have a current
limit, then excessive current will flow and some portion of the microcircuit may be destroyed.

To prevent latch-up, the loop gain of the cross-coupled bipolar inverters is kept less than unity primarily by
having low-impedance paths from the power supplies to the substrate and well resulting in low  and .
Hence, with an -well technology, the design rules normally specify a maximum distance between any place in
the n-channel region of the microcircuit and the closest  junction, which connects the substrate to ground.

Q1 Q2 Q1

Q2

Fig. 2.20 Cross section of a CMOS inverter with superimposed schematic of the parasitic transistors 
responsible for the latch-up mechanism.
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Similarly, in the -channel regions, the maximum distance to the nearest  junction, which connects the 
wells to , is specified. In addition, any transistors that conduct large currents are usually surrounded by
guard rings, as illustrated in Fig. 2.29. These guard rings are connections to the substrate for -channel transis-
tors, or to the  well for -channel transistors, that completely surround the high-current transistors. Also, ensur-
ing that the back of the die is connected to ground through a eutectic gold bond to the package header is helpful.

One of the best ways of preventing latch-up is to use an epitaxial process, especially one with highly doped
buried layers. For example, if there is a  substrate underneath the  epitaxial layer in which the transistors are
placed, device performance is only marginally affected but the highly conductive  substrate has very little
impedance to ground contacts and to the package header.

2.3 VARIABILITY AND MISMATCH
When integrated circuits are manufactured, a variety of effects cause the effective sizes and electrical properties of
the components to differ from those intended by the designer. We may categorize these effects as being either
systematic variations, process variations, or random variations.

2.3.1 Systematic Variations Including Proximity Effects

When lithographic techniques are used, a variety of
two-dimensional effects can cause the effective sizes
of the components to differ from the sizes of the glass
layout masks. Some examples of these effects are
illustrated in Fig. 2.22. 

For example, Fig. 2.22(a) shows how an effec-
tive well area will typically be larger than its mask
due to the lateral diffusion that occurs not just during
ion implantation but also during later high-tempera-
ture steps, such as annealing. Another effect, known
as overetching, occurs when layers such as polysili-
con or metal are being etched. Figure 2.22(b), for
example, shows overetching that occurs under the

Fig. 2.21 (a) The equivalent circuit of the parasitic bipolar transistors, and (b) the voltages after 
latch-up has occurred.
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Key Point:  Systematic variations are those observed 
repeatedly and consistently, even when a circuit is being 
mass-produced. Generally, these may be avoided by proper 
layout techniques, although doing so may impose some 
penalty in terms of layout size or performance. Process 
variations are observed because the conditions of manu-
facture (temperature, concentration levels, etc.) can never 
be maintained precisely constant. These manifest as device 
parameters that differ from one sample of a circuit to the 
next. Random variations are statistical in nature and are 
present in every individual device. Hence, they may be 
observed as mismatch between two identically specified 
transistors fabricated under the same nominal conditions.
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2.3 Variability and Mismatch 97

SiO2 protective layer at the polysilicon edges and causes the polysilicon layer to be smaller than the corresponding
mask layout. A third effect is shown in Fig. 2.22(c), where an -channel transistor is shown as we look along the
channel from the drain to the source. The width of the transistor is defined by the width of the active region (as
opposed to the width of the polysilicon line), and this width is determined by the separation of the isolation oxide
between transistors (i.e. the field-oxide in a LOCOS process). The  field implant under the field-oxide causes
the effective substrate doping to be greater at the sides of the transistors than elsewhere. This increased doping
raises the effective transistor threshold voltage near the sides of the transistors and therefore decreases the
channel-charge density at the edges. The result is that the effective width of the transistor is less than the width
drawn on the layout mask. 

The features surrounding a device can also impact its electrical performance. For example, neighboring
conductors give rise to parasitic capacitances in a circuit. However, there are some more subtle proximity effects.
For example, when ion implantation is used for well formation, some incident atoms will scatter when striking near
the edge of the photoresist, as shown in Fig. 2.23. As a result, the dopant concentration at the surface of the -well
is elevated near the well edge, gradually decreasing over a distance of 1 μm or more [Drennan, 2006]. Hence, tran-
sistors will have threshold voltages that vary considerably depending upon their location and orientation relative to

SiO2 protection

Lateral diffusion under SiO2 mask

Well

SiO2 protection Polysilicon gate

Overetching

(b)(a)

p+ field implants

Polysilicon gate

Channel width

(c)

Transistor channel

narrowing

Fig. 2.22 Various two-dimensional effects causing sizes of realized microcircuit components to 
differ from sizes of layout masks.

n
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Fig. 2.23 The well edge proximity effect is caused by scattering during ion implantation.
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98 Chapter 2 • Processing and Layout

a well edge. The conservative analog designer may layout all transistors some minimum distance from any well
edge, perhaps as much as 3 μm, to avoid this effect—a huge distance in manufacturing technologies capable of fea-
ture sizes smaller than 100 nm.

Shallow-trench isolation can also impact the electrical
properties of the surrounding silicon. The trench formation
and filling places a compressive stress on the silicon lattice,
as shown in Fig. 2.24. This compressive stress reduces elec-
tron mobility and increases hole mobility. It can also impact
the rate of dopant diffusion, thereby influencing threshold
voltage as well. Since the stress effects only those devices
near the edge of the active OD regions, it can lead to mis-
match between transistors that are not laid out identically. For
example, if multiple transistors share the same active region
they must be oriented so that they are both equidistant
from the edge of the active region, and so that they both have
the same orientation with respect to the edge (e.g., they
should both have their source closer to the edge of the active

region). A conservative approach is to always include dummy transistor structures close to the edge every active region,
so that no active analog transistors are located close to an STI trench. In the most modern processes, two dummies may
be required on each edge of the active regions [Drennan, 2006].

These examples illustrate typical systematic effects, but many
other second-order effects influence the realized components. These
other effects include those caused by boundary conditions of an
object, the size of the opening in a protective layout through which
etching occurs, and the unevenness of the surface of the microcircuit
[Maloberti, 1994]. For these reasons, the absolute sizes and electri-
cal parameters of integrated circuit components can seldom be accu-
rately determined. For best accuracy, larger objects are made out of
several unit-sized components connected together, and the boundary

conditions around all objects should be matched, even when this means adding extra unused components. Inac-
curacies also affect the ratios of sizes when the ratio is not unity, although to a lesser degree.

2.3.2 Process Variations

Variations in the manufacturing process also influence device performance. For example, the temperatures under
which various fabrication steps are performed and the concentration of elements introduced will influence transis-
tor parameters. In spite of intense effort to minimize these variations, they persist and are significant. For example,
the oxide thickness may vary by 5% and dopant concentrations by 10% [Tsividis, 2002]. These translate into
device parameter variations equivalent to, for example, 100 mV changes in , 15% for , and 5% for junction
capacitances. All designs will be subject to these process variations regardless of how much care is taken to elim-
inate the systematic variations described above.

To see the effect of process variations during design, several different device models are used for the analysis
and simulation of any analog circuit. Each model represents a different combination of device parameter varia-
tions that may be expected to occur during mass production of the design. For example, since PMOS and NMOS
devices often are subjected to different channel implantation steps, process variations may cause the PMOS and
NMOS threshold voltages to vary either up or down independently of one another. Taking into account variations
in all process parameters quickly leads to a huge number of permutations. In addition, a practical design will be

SiO2

p–

n+ n+

STI Stress

n+ n+n+

Polysilicon gate

Fig. 2.24 Shallow-trench isolation (STI) places 
stress on the surrounding silicon effecting 
nearby transistor parameters.

Key Point:  The absolute sizes and elec-
trical parameters of integrated circuit 
components can seldom be accurately 
determined. For best accuracy, larger 
objects are made out of several unit-sized 
components connected together, and the 
boundary conditions around all objects 
should be matched, even when this means 
adding extra unused components.
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2.3 Variability and Mismatch 99

expected to operate effectively over a range of temperatures (which in turn influences carrier mobility and other
device parameters), and over a range of different supply voltages. Collectively, these are referred to as PVT (pro-
cess–voltage–temperature) variations, and are often a bane to analog designers.

EXAMPLE 2.3

Consider a NMOS transistor biased with  and with the device
parameters listed for the 0.18-μm CMOS process in Table 1.5. How much does the
drain current change with a  increase in , 5% decrease in , and 10%
decrease in ?

Solution
Note that since Table 1.5 indicates a threshold voltage of , a  increase of  represents a
50% decrease in , from 200 mV to 100 mV. Adopting a simple square law device model, a great simplification
considering the large process variations present on , the nominal device drain current is given by

Accounting for all of the process variations, the new drain current will be

representing a 79% decrease in drain current. Much of this is a result of the  variation.

The combination of parameter variations considered in Example 2.3 is
colloquially referred to as a “slow process corner” because those variations,
combined with larger-than-expected junction capacitances, result in digital cir-
cuits that are slower than what may be nominally expected from a particular
manufacturing process. Designers also consider a “fast” process corner exhibit-
ing reduced values of  and junction capacitances and increased  and .
These slow and fast corners, when combined with high and low operating tem-
peratures, and low and high supply voltages respectively, are often considered
the extreme cases under which a digital circuit must operate. Unfortunately, analog performance metrics may
actually be worst under some different, but equally likely, combination of process parameter variations.

2.3.3 Random Variations and Mismatch

Even in the absence of any process variations, there are limits on the accuracy with which devices can be fabri-
cated. For example, the number of dopants present in the channel region of modern minimum-size transistors may
be as few as 100. It is impossible to ensure that two transistors will have the exact same number and location of
dopants, even when they have identical layouts and are fabricated under identical conditions. As the number
of dopants or their relative location varies randomly, so do transistor parameters such as threshold voltage. Chan-
nel dopants are just one source of uncertainty—there are several such factors that contribute to random variations
in device parameters.

SPICE! This may 
be simulated using 
the corner models 
on the text website.
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Key Point:  Practical varia-
tions in transistor parameters, 
supply voltage, and tempera-
ture (PVT variations) can be a 
bane to analog designers try-
ing to reliably meet specific 
performance criteria.
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100 Chapter 2 • Processing and Layout

A fundamental analysis of the statistical variation of device parameters on a wafer [Pelgrom, 1989] predicts a
Gaussian distribution with variance

(2.13)

where  is the difference in some device parameter  between two devices spaced a distance  apart,  and 
are the dimensions of the device, and  and  are proportionality constants usually obtained from experimental
measurements. Equation (2.13) captures only random variations in device parameters, not the systematic or pro-
cess variations already described. The expression is general and can be applied to transistors, capacitors, resistors,
etc. although it manifests itself slightly differently in different model parameters. For example, sometimes the
variation is in absolute terms, and sometimes in relative terms.

The most important random variations in a MOSFET may be modelled by variations in  (threshold voltage)
and .

(2.14)

(2.15)

Although there is some debate in this regard, it is generally conservatively assumed that statistical variations in 
and  are uncorrelated. These expressions clearly illustrate the need to closely space devices whose mismatch is
of concern to us. Prime examples are differentially paired transistors and current mirroring transistors. Assuming
this is done, the area dependent term will dominate and is therefore our focus.

Mismatch in Transistors with the Same VGS

Transistors biased with the same gate-source voltage will have currents that vary as follows [Kinget, 2005]:

(2.16)

This does not presume a square law and is therefore valid over all operating
regions. Since both  and  are inversely proportional to the square
root of device area, the overall relative current mismatch is also inversely
proportional to the square root of the device area. Substituting (2.14) and
(2.15) into (2.16) and assuming closely-spaced devices so we may neglect
the terms with ,

(2.17)

Hence if we want to improve the current matching by a factor of 2, we must quadruple the device area. This can be
achieved, for example, by doubling both  and . 
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Key Point:  The parameters of 
devices that are closely spaced 
with identical layout exhibit a 
random variance inversely propor-
tional to device area. In practice, 
the most important random varia-
tions in most analog circuits are  
mismatch.
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2.3 Variability and Mismatch 101

Fig. 2.25 depicts a simple current mirror circuit where .
The currents will therefore vary with a standard deviation given by (2.17).
Under a square law, , so the first terms in (2.16) and
(2.17) decrease with increasing . In subthreshold, the first term
approaches a constant maximum value of . A plot of current
mismatch representative of closely spaced 2 /0.2  devices with the
same  in a  CMOS process is presented in Fig. 2.26. Clearly, -
mismatch is the dominant source of error except at impractically large values
of . This remains true even for large-area devices since both
contributions are inversely proportional to device area, . 

EXAMPLE 2.4

Assuming a current mirror is to be biased with Veff =0.4V, how large must the devices be in order to ensure the cur-
rent mismatch has a standard deviation better than 1%? Assume that  and .

Solution
From Fig. 2.26, the 2 /0.2  device has a standard deviation of 3.2% at . This will decrease with

. Hence the device must be made 3.22 = 10.2 times larger in area. For example, each device could be sized
6.5 /0.65 .

Fig. 2.26 considers two transistors of fixed size with the same value of  and a drain current  that varies
with , in which case the best matching is obtained by selecting a large value of  where the impact of 

Iin Ioutv1

Q2
Q1

Fig. 2.25 A simple current 
mirror with mismatch.
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Fig. 2.26 A plot of current mismatch versus effective gate-source voltage for a simple current mirror. The 
values are representative of what one might see in a  CMOS process with  and 
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102 Chapter 2 • Processing and Layout

variations is reduced. However, if instead the drain current  is fixed and  varies with device aspect ratio
, then the best matching is obtained at low values of  since that implies the largest devices.

Mismatch in Differential Pairs
Consider the differential pair in Fig. 2.27 where transistors  and 
are subject to random variations. When the differential pair input is
zero, V+ = V- and VGS,1 = VGS,2, the currents will vary with a standard
deviation given by (2.17). Hence the input offset voltage is given by 

(2.18)

The first term will practically always dominate, particularly at the
input of an opamp where the differential pair devices are sized to
have high transconductance per unit of current, .

EXAMPLE 2.5

If a differential pair is to be biased with Ibias=200 A, how large must the devices be sized to ensure the input off-
set is less than 1 mV 99.8% of the time? Assume that  and .

Solution
The specs require the input offset to have a standard deviation better than . Each device has
a nominal drain current of ID=100  A. Assuming that the first term is dominant, equation (2.18) gives

For example, if the gate length is , the device widths must be .

Mismatch in Transistors with Same Currents
Shown in Fig. 2.28, transistors biased with the
same currents will have gate-source voltages that
vary as follows:

(2.19)

where it is assumed in the second line that the
devices are closely spaced. Again, -variations are

likely to dominate in practice. This may be of interest in knowing how much headroom is available at a particular
point in a circuit.
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Fig. 2.27 A simple NMOS differen-
tial pair.
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2.4 Analog Layout Considerations 103

2.4 ANALOG LAYOUT CONSIDERATIONS
When one designs analog circuits, several important layout issues should be considered to realize high-quality cir-
cuits. Firstly, the layout should avoid sources of systematic variation which will cause device parameters to devi-
ate from their expected values. Second, good layout practices will minimize noise and outside interference in the
circuit.

2.4.1 Transistor Layouts

Transistors in analog circuits are typically much wider than transistors in
digital circuits. For this reason, they are commonly laid out using multi-
ple-gate fingers similar to the layout shown in Fig. 2.18. When precision
matching between transistors is required, then not only should the indi-
vidual transistors be realized by combining copies of a single-sized unit
transistor, but the fingers for one transistor should be interdigitated with
the fingers of the second transistor. Specifically, a common-centroid lay-
out is one where the fingers are ordered so that a linear gradient across
the integrated circuit in any device parameter, such as the temperature or the gate-oxide thickness, has zero net
effect on device performance. This is achieved by ensuring the mean position of the devices are the same. An
example of a common-centroid layout for the two identically matched transistors in Fig. 2.27 whose sources are
connected is shown in Fig. 2.29 in simplified form [O’Leary, 1991; Maloberti, 1994]. Each of the two transistors

Key Point:  In a common centroid lay-
out, any linear gradient in electrical 
properties across the chip effects two 
or more devices equally. This is 
achieved by dividing each device into 
smaller equal-sized units, and arrang-
ing the units so that all devices have 
the same mean position (“centroid”).

Fig. 2.29 A common-centroid layout for the differential source-coupled pair in Fig. 2.27.
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104 Chapter 2 • Processing and Layout

is composed of four separate transistor fingers connected in parallel. The layout is symmetric in both the  and 
axes, and any gradients across the microcircuit would affect both  and  in the same way. This layout tech-
nique greatly minimizes nonidealities such as opamp input-offset voltage errors when using a differential pair in
the input stage of an opamp. Also note that inside the structure, the fingers occur in doubles—two for , two for

, two for , and so on. This permits the use of only 2 drain junctions for 4 fingers, reducing the capacitance on
that node. The drain connections for each transistor are routed towards the side of the transistor opposite the gate
routing. This minimizes parasitic gate-drain (Miller) capacitance, which has an important influence in circuit
bandwidth. For the greatest accuracy, only the inside fingers are active. Outside, or dummy, fingers are included
only for better matching accuracy and have no other function. The gates of these dummy fingers are normally con-
nected to the most negative power-supply voltage to ensure they are always turned off (or they are connected to
the positive power supply in the case of -channel transistors). A ring of contacts, called a guard ring, encircles
the transistor OD region providing a low resistance connection to the body terminal under the transistors.

When current mirrors with ratios other than unity are required, again, each of the individual transistors
should be realized from a single unit-sized transistor. For example, if a current ratio of 1:2 were desired, then the
input transistor might be made from four fingers, whereas the output transistor might be realized using eight iden-
tical fingers. 

2.4.2 Capacitor Matching

Very often, analog circuits require precise ratios of capacitors. Ideally, capacitor size is given by

(2.20)

The major sources of errors in realizing capacitors are due to overetching (which causes the area to be smaller than
the area of the layout masks) and an oxide-thickness gradient across the surface of the microcircuit. The former
effect is usually dominant and can be minimized by realizing larger capacitors from a parallel combination of
smaller, unit-sized capacitors, similar to what is usually done for transistors. For example, to realize two capac-
itors that have a ratio of 4:6, the first capacitor might be realized from four unit-sized capacitors, whereas the
second capacitor might be realized by six unit-sized capacitors. Errors due to the gradient of the oxide thickness
can then be minimized by interspersing the unit-sized capacitors in a common-centroid layout so the gradient
changes affect both capacitors in the same way. Since oxide-thickness variations are not usually large in a
reasonably small area, this common-centroid layout is reserved for situations where very accurate capacitors are
required.

If only unit-sized capacitors are used, then any overetching will leave the capacitor ratio unaffected. Thus,
good designers strive to realize circuits in which only unit-sized capacitors are needed. Unfortunately, this situation
is not always possible. When it is not, overetching error can still be minimized by realizing a nonunit-sized capac-
itor with a specific perimeter-to-area ratio. To determine the correct ratio, first note that the error due to overetch-
ing is roughly proportional to the perimeter of the capacitor. Specifically, if we assume that a capacitor has an
absolute overetching given by  and that its ideal dimensions are given by  and , then its true dimensions are
given by  and , and the true capacitor size is given by

(2.21)

This situation is illustrated in Fig. 2.30. Thus, the error in the true capacitance is given by
(2.22)

When this error is small, then the second-order error term can be ignored and (2.22) can be approximated by
(2.23)
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2.4 Analog Layout Considerations 105

The relative error in the capacitor is therefore given by

(2.24)

Thus, the relative capacitor error is approximately proportional
to the negative of the ratio of the ideal perimeter to the ideal
area (assuming only small errors exist, which is reasonable
since, if the errors were not small, then that capacitor sizing
would probably not be used). When we realize two capacitors
that have different sizes, usually the ratio of one capacitor to
the other is important, rather than their absolute sizes. This
ratio is given by

(2.25)

If the two capacitors have the same relative errors (i.e.,
), then their true ratio is equal to their ideal ratio even

when they are not the same sizes. Using (2.24), we see that the
relative errors are the same if they both have the same perimeter-to-area ratio. This leads to the following result:
To minimize errors in capacitor ratios due to overetching, their perimeter-to-area ratios should be kept the same,
even when the capacitors are different sizes.

Normally, the unit-sized capacitor will be taken square. When a non-unit-sized capacitor is required, it is
usually set to between one and two times the unit-sized capacitor and is rectangular in shape, so that it has the
same number of corners as the unit-sized capacitor. Defining  to be a desired non-unit-sized capacitor ratio,
we have

(2.26)

where  represent the capacitance, area, and side-length of a unit-sized capacitor, respectively. Vari-
ables  are similarly defined, except this non-unit-sized capacitor is now rectangular. Equating
the ratios of the perimeters-to-areas implies that

(2.27)

where  represent the perimeters of the two capacitors. Rearranging (2.27), we have

(2.28)

which implies that  can also be written as the ratio of perimeters, 

(2.29)

This can be rearranged to become

(2.30)
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Fig. 2.30 Capacitor errors due to 
overetching.
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Also rearranging (2.26), we have

(2.31)

Combining (2.30) and (2.31), we find the
quadratic equation

(2.32)

which can be solved to give

(2.33)

Recall that  is assumed to be greater than
one, which ensures that the square root in
(2.33) is applied to a positive number. The
value for  is then given by (2.31).

EXAMPLE 2.6

Show a layout that might be used to match two capacitors of size  and 2.314 units, where a unit-sized capacitor
is .

Solution
Four units are simply laid out as four unit-sized capacitors in parallel. We break the 2.314-unit capacitor up into
one unit-sized capacitor in parallel with another rectangular capacitor of size 1.314 units. The lengths of the sides
for this rectangular capacitor are found from (2.33), resulting in

Either of these results can be chosen for , and the other result becomes ; in other words, the choice of sign affects
only the rectangle orientation. Thus, we have the capacitor layout as shown in Fig. 2.31 Note that the ratio of the area of
the rectangular capacitor to its perimeter equals 2.5, which is the same as the ratio for the unit-sized capacitor.

Several other considerations should be observed when realizing accurate capacitor ratios. Usually the bot-
tom plate of capacitors is shared by many unit-size capacitors.5 The interconnection of the top plates can often
be done in metal with contacts to the capacitor plates. The parasitic capacitances of any tabs required to contact
the plates should be matched as much as possible. This matching often entails adding extra tabs that are not con-
nected anywhere. Another common matching technique is to ensure that the boundary conditions around the
unit-sized capacitors match. This boundary-condition matching is accomplished by adding top-plate material
around the outside boundaries of unit-sized capacitors at the edge of an array. Many of these principles are illus-
trated in the simplified layout of two capacitors shown in Fig. 2.32. Each capacitor in the figure consists of two
unit-sized capacitors. An additional technique sometimes used (not shown in Fig. 2.32) is to cover the top plates

5. It is usually possible to realize the bottom plate over the top of a well region that has many contacts connected to a low-noise power-
supply voltage. This well region acts as a shield to help keep substrate noise out of the bottom plate of the capacitor.

x2
Kx1

2

y2

---------=

10 μm

10 μm
19.6 μm

6.72 μm

10 μm

0 μm

4 units 2.314 units

Fig. 2.31 A capacitor layout with equal perimeter-
to-area ratios of 4 units and 2.314 units.
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2.4 Analog Layout Considerations 107

with a layer of metal, which is then connected to the bottom plate. This sandwich-like structure not only gives
additional capacitance per area but more importantly, shields the “top” plate from electromagnetic interference.
The capacitor plate inside the sandwich is then connected to critical nodes, such as the inputs of amplifiers.
Another possibility is to employ interdigitated metal as capacitors, as shown in Fig. 1.37(b).

An important consideration when using capacitors in switched-capacitor circuits is that one plate usually has
more noise coupled into it than the other because of differing parasitic capacitances to a noisy substrate and/or
supply voltage line. Therefore the quieter “top” plate should be connected to critical nodes such as the virtual
inputs of opamps, whereas the more noisy “bottom” plate can be connected to less critical nodes such as opamp
outputs.

For more details concerning the realization of integrated capacitors, the interested reader can see [Allstot,
1983; O’Leary, 1991; Maloberti, 1994]. 

2.4.3 Resistor Layout

Integrated resistors can be realized using a wide variety of different conductors. A popular choice is polysilicon,
which is a deposited and etched material. Other choices include diffused or ion-implanted regions such as junc-
tions, wells, or base regions. Another possibility is deposited and etched thin-film resistors such as nichrome
(consisting of 80 percent nickel and 20 percent chromium) or tantalum. The temperature coefficient of ion-
implanted or diffused resistors tends to be positive and large (especially for larger resistivities) with values as
large as 1000 to 3000 ppm/°C. On the other hand, the temperature coefficient for thin-film resistors can be
as small as 100 ppm/°C. Polysilicon resistors usually have large positive temperature coefficients (say, 1000 ppm/°C)
for low-resistivity polysilicon, and moderately large negative temperature coefficients for specially doped high-
resistivity polysilicon. The positive temperature coefficients are primarily due to mobility degradation that
results from temperature increases. In implanted and diffused resistors, nonlinear resistance varies greatly with
voltage because the depletion-region width is dependent on voltage in the more heavily doped conductive region.
This depletion-region width variation is substantially smaller in a polysilicon resistor, which is one of the major

Fig. 2.32 A simplified layout of a capacitor array.
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108 Chapter 2 • Processing and Layout

reasons polysilicon resistors are preferred over implanted resistors even though they often require more area due
to the low resistivity. When thin-film resistors are available in a particular technology, they are almost always the
preferred type—unfortunately, they are seldom available.

Regardless of the type of resistor used, the equations governing the resistance (see the Appendix of Chapter 1)
are given by

(2.34)

where  is the resistance per square,  is the resistivity,6  is the thickness of the conductor, and
 is the concentration of carriers, which we assume are electrons. The total resistance is then given by

(2.35)

where  is the length of the resistor and  is the width of the resistor.
The typical resistivity encountered in integrated circuits depends upon the material employed. For example,

in a modern process the gates are formed from a sandwich of a refractory metal over polysilicon (a salicide) with
a resistivity of perhaps 1–5 Ω/ , making the gate layer useless for realizing moderate-sized resistors. However, a
common way to form resistors inside microcircuits is to use a polysilicon layer without the salicide. This type of
polysilicon resistor can have a sheet resistance on the order of 100–1500 Ω/  depending upon process parame-
ters. This value may vary by 10 − 25% with process and temperature. However, with accurate common centroid
layout techniques, very good matching may be obtained between resistors on the same microcircuit.

To obtain large-valued resistors, one must usually use a serpentine layout similar to that shown in
Fig. 2.33. Individual resistor fingers are connected in series by metal. The width of each metal is generally

6. This equation is valid for resistors with electron carriers. For resistors with holes as carriers, .

R  
ρ
t
---=

R ρ 1 qμnND( )⁄= t

ρ 1 qμpNA( )⁄=

ND

R L
W
-----R  =

L W

Fig. 2.33 A layout for two matched resistors.
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2.4 Analog Layout Considerations 109

far greater than the minimum permitted by the design rules to minimize variations due to edge roughness.
Hence, the layout of medium or large-valued resistors can easily be much greater than that of the surround-
ing transistors. Assuming polysilicon resistors, the metal contacts require a salicide to be deposited on
the ends of each strip. In addition to the strips’ sheet resistance, additional series resistances appear at the
interfaces between salicided to non-salicided polysilicon and due to the contacts. For example, roughly

 per contact may be added, but this value is very poorly controlled and may exhibit process
variations of over 50%. Hence, the layout should ensure that the contact and interface resistances are a
small fraction of the overall resistance. Specifically, very short fingers should be avoided and multiple con-
tacts should always be used in parallel.

The layout in Fig. 2.33 shows two resistors, intended to be well-matched. Two dummy fingers have been
included at either side of the layout to match boundary conditions. This structure might result in about 0.1 per-
cent matching accuracy of identical resistors if the finger widths are taken much wider than the fabrication pro-
cess’s minimum feature size. As with integrated capacitors, it is also a good idea to place a shield under a
resistor that is connected to a clean power supply. An appropriate shield might be a well region. This shielding
helps keep substrate noise from being injected into the conductive layer. (Noise is due to capacitive coupling
between the substrate and a large resistor structure.) Also, the parasitic capacitance between the resistor and the
shield should be modelled during simulation. Its second-order effects on circuits such as RC filters can often be
eliminated using optimization, which is available in many SPICE-like simulators. For low-noise designs, a
metal shield over the top of a resistor may also be necessary, although it will result in a corresponding increase
in capacitance.

For more information on realizing accurate resistor ratios, the reader is referred to [O’Leary, 1991;
Maloberti, 1994].

EXAMPLE 2.7

Estimate the resistance of the layout in Fig. 2.33 assuming a sheet resistance of 800 Ω/  for the non-salicided
polysilicon and  per contact.

Solution
Each finger in the layout comprises a strip of non-salicided polysilicon 10  long, hence having a resistance of

. Each finger also includes two parallel contacts at either end accounting for an
additional  series resistance. Each resistor comprises 4 fingers in series, and therefore has
a total resistance of approximately

2.4.4 Noise Considerations

Some additional layout issues help minimize noise in analog circuits. Most of these issues either attempt to mini-
mize noise from digital circuits coupling into the substrate and analog power supplies, or try to minimize substrate
noise that affects analog circuits.

With mixed analog–digital circuits, it is critical that different power-supply connections be used for analog cir-
cuits than for digital circuits. Ideally, these duplicate power supplies are connected only off the chip. Where a single
I/O pin must be used for the power supply, it is still possible to use two different bonding wires extending from a
single-package I/O pin to two separate bonding pads on the integrated circuit. At a very minimum, even if a single

20 Ω

20 Ω

10  800×  Ω ⁄ 8 kΩ=
2 20 Ω 2⁄( )× 20 Ω=

4 8 kΩ 20 Ω+( )× 32 kΩ≅
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110 Chapter 2 • Processing and Layout

bonding pad is used for both analog and digital circuitry, two separated nets from the bonding pad out should be
used for the different types of circuitry, as Fig. 2.34 shows. The reason the power-supply interconnects must be sep-
arated is that the interconnect does not have zero impedance. Every time a digital gate or buffer changes state, a
glitch is injected on the digital power supply and in the surrounding substrate. By having the analog power supplies
separate, we prevent this noise from affecting the analog circuitry. In the ideal case, separate pins are used for the
positive power supply and for ground in both the digital and analog circuits. In addition, another pair of pins may
be used for the supply voltage and ground for digital output buffers, which can inject very large current spikes.
Finally, sometimes multiple pins are used for additional supply and grounds for very large microcircuits.

Another common precaution is to lay out the digital and analog circuitry in different sections of the micro-
circuit. The two sections should be separated by guard rings and wells connected to the power-supply voltages, as
Fig. 2.35 shows. The  connections to ground help keep a low-impedance path between the substrate and

Fig. 2.34 Using separate nets for analog and digital power supplies.

I/O pad

Digital power-supply netAnalog power-supply net

Fig. 2.35 Separating analog and digital areas with guard rings and wells in an attempt to minimize 
the injection of noise from digital circuits into the substrate under the analog circuit.
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2.4 Analog Layout Considerations 111

ground. For modelling purposes, the substrate can be modelled as a number of series-connected resistors with the
 ground connections modelled as resistor-dividers having a small impedance to ground. These low-impedance

ground connections help keep substrate noise from propagating through the resistive substrate. The use of the 
well between  connections helps to further increase the resistive impedance of the substrate between the analog
and digital regions due to graded substrate doping. Specifically, the  substrate often has 10 times higher doping
at the surface of the microcircuit compared to the doping level below the  well, which leads to a tenfold increase
in substrate resistivity between the two  connections. Finally, the  well also operates as a bypass capacitor to
help lower the noise on .

Another important consideration when laying out a circuit that includes both analog and digital circuits is the
use of shields connected to either ground or to a separate power-supply voltage. Figure 2.36 shows examples of
the use of shields. In this example, an n well is used to shield the substrate from the digital interconnect line. The
well is also used to shield an analog interconnect line from any substrate noise. This shield is ideally connected to
a ground net that is used only for shields. If this type of connection is not possible due to layout and space con-
straints, then the digital ground can be used for the shields, although this is not ideal. In the example, the shield
ground is also connected to metal lines that separate the analog and digital lines from each other and from other
interconnect lines. Finally, an additional metal shield might be placed above the lines as well. This final shield
may be somewhat excessive, but it can often be easily realized in many parts of the microcircuit if ground and
power-supply lines are distributed in metal 2, perpendicular to the metal-1 interconnect lines. It should also be
mentioned that the  well shield also acts as a bypass capacitor; this helps minimize noise in the substrate, which
is connected to . Additional layers that are often used as shields are the polysilicon layers.

Perhaps the most effective technique for minimizing the propagation of substrate noise in a mixed-mode
microcircuit containing both analog and digital circuitry is the use of an epitaxial process. An epitaxial process
places a conductive layer under all transistors. Any charge flowing through the substrate is attracted to this layer
and does not propagate into sensitive analogs regions. Although this process is more expensive, it also helps pre-
vent latch-up. For deep submicron technologies, this epitaxial process is common because of its reduced latch-up
sensitivity.

Careful thought should go into the overall placement of different blocks in a mixed-mode analog-digital micro-
circuit. A possible arrangement for an analog section containing switched-capacitor circuits is shown in Fig. 2.37. Notice
that an  well shield is being used under the capacitors. Notice also that the clock lines are not only as far from the
opamps as possible, but are also separated by two wells and a  interconnect that is liberally connected to the substrate,
two ground (Gnd) lines, and a  line. A well is placed under the clock lines as a shield. This shield is connected to a

Fig. 2.36 Using shields helps keep noise from being capacitively coupled into and out of the 
substrate.
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separate ground line (perhaps digital ground) from the one used in the opamp region because this shield will likely have
quite a bit of clock noise coupled into it. Also note that a separate  line is used to connect to the  wells under the
switches, a region where digital interconnects exist, as is used in the critical opamp section. 

One last technique for noise minimization in analog microcircuits should always be used: After layout has been
finished, any unused space should be filled with additional contacts to both the substrate and to the wells, which are
used as bypass capacitors. In a typical microcircuit, this results in a significant increase in bypass capacitance. 

Many other techniques have been developed by various companies, but the preceding techniques give the reader a
good idea of the types of practical considerations necessary when realizing high-performance analog microcircuits.

Fig. 2.37 A possible floor plan for an analog section containing switched-capacitor circuits.
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2.5 KEY POINTS

• The first step in realizing an integrated circuit is to produce a single-crystalline silicon wafer from 10 to 30 cm
in diameter and roughly 1 mm thick. The silicon is either lightly doped, or heavily doped with a thin lightly-
doped epitaxial layer on top in which the transistors are made. [p. 74]

• Most features on integrated circuits are patterned using photolithography whereby light is passed through a
mask to cast patterns onto the underlying silicon wafer, ultimately defining the circuit's physical features such as
transistor sizes and wiring. [p. 75]

• Transistors are fabricated inside the “active” or “oxide definition” (OD) regions of the microcircuit. Over OD
regions, only a very thin oxide separates the polysilicon gates from the transistor channel regions underneath,
and additional dopants are introduced to control the threshold voltages. Surrounding the OD regions are isola-
tion structures to prevent parasitic transistors from conducting leakage currents. [p. 81]

• The edge of transistor source and drain junctions are defined by the edge of the polysilicon gate above. This
“self-alignment” of the gate and junctions was key in the development of small high-speed transistors. [p. 83]

• Up to 10 or even more layers of metal are patterned above the silicon surface, separated by insulating oxide, to
provide interconnect between all the devices in a circuit. [p. 84]

• Finite tolerances during integrated circuit manufacturing impose constraints on the minimum sizes and spacing
of transistor and interconnect features. These constraints may be expressed as multiples of λ, equal to one-half
the minimum gate length. They influence parasitic capacitances, and ultimately the circuit bandwidth which an
analog designer may expect. [p. 88]

• Systematic variations are those observed repeatedly and consistently, even when a circuit is being mass-produced.
Generally, these may be avoided by proper layout techniques, although doing so may impose some penalty in
terms of layout size or performance. Process variations are observed because the conditions of manufacture (tem-
perature, concentration levels, etc.) can never be maintained precisely constant. These manifest as device parame-
ters that differ from one sample of a circuit to the next. Random variations are statistical in nature and are present
in every individual device. Hence, they may be observed as mismatch between two identically specified transistors
fabricated under the same nominal conditions. [p. 96]

• The absolute sizes and electrical parameters of integrated circuit components can seldom be accurately deter-
mined. For best accuracy, larger objects are made out of several unit-sized components connected together, and
the boundary conditions around all objects should be matched, even when this means adding extra unused com-
ponents. [p. 98]

• Practical variations in transistor parameters, supply voltage, and temperature (PVT variations) can be a bane to
analog designers trying to reliably meet specific performance criteria. [p. 99]

• The parameters of devices that are closely spaced with identical layout exhibit a random variance inversely pro-
portional to device area. In practice, the most important random variations in most analog circuits are mismatch.
[p. 100]

• In a common centroid layout, any linear gradient in electrical properties across the chip effects two or more
devices equally. This is achieved by dividing each device into smaller equal-sized units, and arranging the units
so that all devices have the same mean position (“centroid”). [p. 103]
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2.7 PROBLEMS
2.7.1 Section 2.1: CMOS Processing

2.1 Discuss briefly the relationships between an ion beam’s acceleration potential, the beam current, and the time of 
implantation on the resulting doping profile.

2.2 Place the following processing steps in their correct order: metal deposition and patterning, field implantation, 
junction implantation, well implantation, polysilicon deposition and patterning, field-oxide growth.

2.3 What are the major problems associated with a single threshold-voltage-adjust implant?
2.4 What is the reason for using a field implant and why is it often not needed in the well regions?
2.5 What are the major trade-offs in using a wet process or a dry process when growing thermal SiO2?
2.6 Why is polysilicon rather than metal used to realize gates of MOS transistors?
2.7 Why can’t a microcircuit be annealed after metal has been deposited?

2.7.2 Section 2.2: CMOS Layout and Design Rules

2.8 What minimum distance, in terms of λ, would you expect that metal should be separated from polysilicon? Why?
2.9 Find the circuit that the layout shown in Fig. P2.9 realizes. Simplify the circuit, if possible, and give the sizes of all 

transistors. Assume , where .L 2λ= λ 0.2 μm=
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2.10 Find the transistor schematic for the CMOS logic circuit realized by the layout shown in Fig. P2.10. Give the 
widths of all transistors. Assume , where  μm. In tabular form, give the area and perimeter of each 
junction that is not connected to VDD or to ground.

Fig. P2.9

a b

c

10λ

Polysilicon

Metal

Active region
d

e

Fig. P2.10

Active region

n well

Gnd
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A B C

p diffusion

n diffusion

8λ

6λ

L 2λ= λ 0.4=
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2.11 Repeat Example 2.1 for the case in which the two transistors do not physically share any junction, but each junc-
tion is realized in a way similar to junction .

2.12 Repeat Example 2.2 where an overall transistor width of  is still desired, but assume 8 parallel transistors, 
each of width , are used.

2.13 Repeat Example 2.2 where an overall transistor width of  is still desired, but assume 2 parallel transistors, each 
of width , are used.

2.7.3 Section 2.3: Variability and Mismatch

In the following problems, use the device parameters listed for the 0.18-μm CMOS process in Table 1.5. Assume
that  and .

2.14 For a NMOS transistor sized  and biased with a fixed , how 
much does the unity-gain frequency of the transistor, , change with a 5% decrease in  and a 10% 
decrease in ?

2.15 An NMOS triode device is biased with a fixed . Size the device so that it has a small signal 
resistance of  or less under  statistical variations.

2.16 Repeat problem 2.15 for a PMOS device with a fixed .
2.17 Size the devices in a simple PMOS current mirror to provide a nominal drain current of  with a small sig-

nal output resistance of at least  and to have  random variations result in 1% change their drain current.
2.18 Size NMOS differential pair devices to have a transconductance of 1 mA/V with a tail current of  and an 

input offset better than 2 mV 99.8% of the time.
2.19 For the simple actively loaded common source amplifier shown in Fig. P2.19, find an expression for the contribu-

tion of  mismatch towards variations in the transconductance of . Assume that the dc bias voltage on  
is somehow automatically varied to keep all transistors in active mode.

2.7.4 Section 2.4: Analog Layout Considerations

2.20 We desire to match two capacitors of relative sizes 9 and 4.523. Sketch a layout for the two capacitors such that 
their ratio will be maintained during overetching.

2.21 Given that a polysilicon layer has , what is the resistance of a long line that is  wide and  
long? (Ignore any contact resistance.) Sketch a layout made of polysilicon strips, each  long.

J2
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80λ
40λ
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Basic Current Mirrors and 
Single-Stage Amplifiers

In this chapter, fundamental building blocks are described. These blocks include a variety of current mirrors,
single-stage amplifiers with active loads, and differential pairs. A good knowledge of these building blocks
is critical to understanding many subjects in the rest of this book and for analog IC design in general. CMOS
mirrors and gain stages are emphasized because they are prevalent in modern designs. Fortunately, most of
the small-signal analyses presented can be applied to bipolar circuits with little change. In addition, rather
than using resistive loads and ac coupling, the gain stages covered are shown with current-mirror active
loads since such loads are almost always used in integrated circuits.

When analyzing electronic circuits containing transistors to determine their small-signal behavior, it is
implicitly assumed that signals are small enough that linear approximations about an operating point accurately
reflect how the circuit operates. These linear approximations may be represented schematically by replacing tran-
sistors with their small-signal equivalents, whose parameters ( , , etc.) are related to the device’s operating
point currents and voltages and are summarized in Section 1.3. The general procedure for small-signal analysis is
therefore:

a. Set all signal sources to zero and perform an operating point analysis for all currents and voltages. A volt-
age source set to 0 V is the same as an ideal wire—a short circuit. A current source set to 0 A is the same
as an open circuit.

b. Replace all transistors with their small-signal equivalents where the parameters , , etc, are found
from the operating point voltages and currents using the relationships in summarized in Section 1.3.

c. Set all independent sources equal to zero, except for the signal sources that were zeroed in step (a). This
includes power supply voltages, bias currents, etc. Remember that setting a voltage source to zero means
replacing it with a short circuit, and setting a current source to zero means replacing it with an open circuit.

d. Analyze the resulting linearized small-signal circuit to find small-signal node voltages, branch currents, small-
signal resistances, etc.

e. If desired, the complete solution may be found by superimposing the results of the operating point
analysis in step (a) and those of small-signal analysis in step (d). The result so obtained is approxi-
mate because the small-signal analysis approximates transistor nonlinear behavior with linearized
models.

To the extent possible in this chapter, operating point quantities are represented with uppercase voltage and
current symbols (e.g., , ) and small-signal quantities with lowercase symbols (e.g., , ). However,
the practicing designer must always be alert to imprecise notation and remain able to interpret meanings
within their proper context.

gm rds

gm rds

VGS ID vgs id
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3.1 SIMPLE CMOS CURRENT MIRROR
An ideal current mirror is a two-port circuit that accepts an input current 
and produces and output current . Since current sensing is best done
with a low resistance, as in for example an ammeter, the ideal current source
will have zero input resistance. An ideal current source has a high output
resistance and, hence, so will an ideal current mirror. In this way, the ideal
current mirror faithfully reproduces the input current regardless of the
source and load impedances to which it is connected.

A simple CMOS current mirror is shown in Fig. 3.1, in which it is
assumed that both transistors are in the active region, which means that
the drain voltage of  must be greater than . If the finite small-sig-
nal drain-source impedances of the transistors are ignored, and it is
assumed that both transistors are the same size, then  and  will have

the same current since they both have the same gate-source voltage, . However, when finite drain-source
impedance is considered, whichever transistor has a larger drain-source voltage will also have a larger cur-
rent. Let us compare this basic circuit to the “ideal” current source with zero input resistance and infinite
output resistance.

To find the input resistance, consider the small-signal model for  alone, as shown in Fig. 3.2(a). The inde-
pendent current source  does not exist in the small-signal model and is replaced with an open circuit. Also note
that a low-frequency small-signal model is used for  (i.e., all the capacitors are ignored in the model). This
small-signal model can be further reduced by finding the Thévenin-equivalent circuit. The Thévenin-equivalent
output voltage is 0 since the circuit is stable and contains no input signal. This circuit’s Thévenin-equivalent input
impedance is found by applying a test signal voltage, , at  and measuring the signal current, , as shown. Here,
the current  is given by

(3.1)

The input impedance is given by  which equals . Because typically , we approxi-
mate the input impedance to be simply  (which is also defined to be ) resulting in the equivalent model
shown in Fig. 3.2(c). This same result holds in the bipolar case and is also equivalent to the small-signal model for
a diode. Hence,  is often referred to as a diode-connected transistor.
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Q2Q1

v1 rout

Fig. 3.1 A simple CMOS 
current mirror.
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Fig. 3.2 (a) A diode-connected transistor, , (b) the small-signal model for , and (c) an 
equivalent simplified small-signal model for .
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3.1 Simple CMOS Current Mirror 119

Using the model just described leads to a simplified small-signal model for the
overall current mirror shown in Fig. 3.3(a) where  has been connected to ground
via a resistance of . Since no current flows through the  resistor, 
no matter what voltage  is applied to the current-mirror output. This should come as
no surprise, since MOS transistors operate unilaterally at low frequencies. Thus, since

, the circuit is simplified to the equivalent small-signal model shown in
Fig. 3.3(b). The small-signal output resistance, , is simply equal to .

EXAMPLE 3.1

Consider the current mirror shown in Fig. 3.1, where  and each transistor has
. Given the 0.35-μm CMOS device parameters in Table 1.5, find  for the

current mirror and the value of . Also, estimate the change in  for a  change in the output
voltage. What voltage must be maintained at the drain of  to ensure it remains in active mode?

Solution
Since the W/L ratios of  and  are the same, the nominal value of  equals that of . Thus, we have

(3.2)

The value of  is given by

(3.3)

resulting in . Note that this  value is significantly less than , which equals  in this
case, so that we may assume .

The change in output current can be estimated, using , as

(3.4)

In other words, if initially  is measured to be  (due to mismatch or a larger  voltage), then a 
increase in output voltage would result in a new output current of about . Note that this estimate does not
account for second-order effects such as the fact that  changes as the output current changes.

Finally, the drain voltage of  must be at least  in order to keep it in active mode.

Key Point:  A simple 
CMOS current mirror 
has a small-signal input 
resistance of 1/gm1 and 
a small-signal output 
resistance rds2.

vgs2

1 gm1⁄ 1 gm1⁄ vgs2 0=
vx

gm2vgs2 0=

Fig. 3.3 (a) A small-signal model for the current mirror of Fig. 3.1 and (b) a simplified small-signal 
model for determining the small-signal output resistance, .rout
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120 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

You may compare these results to those obtained with a SPICE simulation.

3.2 COMMON-SOURCE AMPLIFIER
A common use of simple current mirrors is in a single-stage ampli-
fier with an active load, as shown in Fig. 3.4. This common-source
topology is the most popular gain stage, especially when high
input impedance is desired.

Here, an n-channel common-source amplifier has a p-channel
current mirror used as an active load to supply the bias current for
the drive transistor. By using an active load, a high-impedance out-
put load can be realized without using excessively large resistors
or a large power-supply voltage. As a result, for a given power-
supply voltage, a larger voltage gain can be achieved using an
active load than would be possible if a resistor were used for the
load. For example, if a 100-kΩ load were required with a 
bias current, a resistive-load approach would require a power-supply

voltage of . An active load takes advantage of the nonlinear, large-signal transistor
current–voltage relationship to provide large small-signal resistances without large dc voltage drops.

A small-signal equivalent circuit for the low-frequency analysis of the
common-source amplifier of Fig. 3.4 is shown in Fig. 3.5 where  and

 are the Thévenin equivalent of the input source. It is assumed that the
bias voltages are such that both transistors are in the active region. The
output resistance, , is made up of the parallel combination of the drain-
to-source resistance of , that is, , and the drain-to-source resistance
of , that is, . Notice that the voltage-controlled current source model-
ling the body effect has not been included since the source is at a small-
signal ground, and, therefore, this source always has 0 current.

Using small-signal analysis, we have  and, therefore,

(3.5)

Veff2
2ID

μnCox W L⁄( )
--------------------------------- 205 mV= =

Active load

Vout

Q2Q3

Ibias

Vin
Q1

rout

Fig. 3.4 A common-source amplifier 
with a current-mirror active load. 100-μA

100 kΩ 100 μA× 10 V=

Key Point:  The common-source ampli-
fier is a popular gain stage, especially 
when high input impedance is desired. 
The use of an active load takes advan-
tage of the nonlinear, large-signal tran-
sistor current–voltage relationship to 
provide large small-signal resistances 
without large dc voltage drops.

Fig. 3.5 A small-signal equivalent circuit for the common-source amplifier.

vin

Rin
vout

R2 rds1 rds2||=+
–

gm1vgs1vgs1

Vin

Rin

R2

Q1 rds1

Q2 rds2

vgs1 vin=

AV
vout

vin

-------- g– m1R2 g– m1 rds1 rds2||( )= = =
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3.2 Common-Source Amplifier 121

Depending on the device sizes, currents, and the technology used, a typical gain for this circuit is in the range of
–5 to –100. To achieve similar gains with resistive loads, much larger power-supply voltages must be used which
also greatly increases the power dissipation. However, it should be mentioned here that for low-gain, high-
frequency stages, it may be desirable to use resistor loads (if they do not require much silicon area) because they
often have less parasitic capacitances associated with them. They are also typically less noisy than active loads.

EXAMPLE 3.2

Assume , all transistors have  in Fig. 3.4, and the device
parameters are those of the 0.35-μm CMOS process in Table 1.5. What is the gain of the stage?

Solution
We have

(3.6)

In this case,  is the same for both NMOS and PMOS devices, so

(3.7)

Using Eq. (3.5), we have

(3.8)

Compare these results to those obtained with a SPICE simulation.

Under the simple assumption that , the gain of the common source amplifier is one-half the intrinsic
gain of transistor : . Hence, in order to maximize the gain of this stage, it is desirable
to maximize the intrinsic gain by operating  with small . For a fixed bias drain current, , the effective
overdrive voltage is reduced by increasing the device width . However, beyond a certain width,  approaches
zero, the transistor will enter subthreshold operation, and no further increases in intrinsic gain are observed.

EXAMPLE 3.3

Modify the design in Example 3.2 to increase the gain by 20% by changing only the device width, .

Solution
Neglecting higher-order effects, with the drain current fixed the output resistance  is nominally
unchanged. Hence, in order to increase gain by 20%, we must increase  by 20%. Due to the square-root depen-
dence of  on  (with fixed current), this in turn requires a 44% increase in . Hence, the new size of  is

. The resulting gain is

Ibias 100 μA= W L⁄ 10 μm 0.4 μm⁄=

gm1 2μnCox W L⁄( )1Ibias 0.97 mA/V= =

λL

rds1 rds2
L

λLID

----------- 0.4 μm
0.16 μm/V( ) 100 μA( )

-------------------------------------------------------- 25 kΩ= = = =

AV g– m1 rds1 rds2||( ) 0.97 mA/V 25 kΩ 25 kΩ||( )– 12.1 V/V–= = =

rds2 rds1≈
Q1 Ai gm1rds1 2 λVeff( )⁄≈=

Q1 Veff1 ID

W Veff

W

rds1 rds2||( )
gm1

gm W W1 Q1

14.4 μm 0.4 μm⁄( )

gm1 2μnCox W L⁄( )1Ibias 1.17 mA/V= =

AV g– m1 rds1 rds2||( ) 1.17 mA/V 25 kΩ 25 kΩ||( )– 14.6 V/V–= = =⇒
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122 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

This is, indeed, 20% greater than the gain of –12.1 V/V computed in Example 3.2. The resulting effective gate-
source voltage is

which is sufficient to keep  out of subthreshold operation.

3.3 SOURCE-FOLLOWER OR COMMON-DRAIN AMPLIFIER
Another general use of current mirrors is to supply the bias current
of source-follower amplifiers, as shown in Fig. 3.6. In this exam-
ple,  is the source follower and  is an active load that supplies
the bias current of . These amplifiers are commonly used as
voltage buffers and are therefore commonly called source follow-
ers. They are also referred to as common-drain amplifiers, since
the input and output nodes are at the gate and source nodes,
respectively, with the drain node being at small-signal ground.
Although the dc level of the output voltage is not the same as the
dc level of the input voltage, ideally the small-signal voltage gain
is close to unity. In reality, it is somewhat less than unity. How-
ever, although this circuit does not generate voltage gain, it does
have the ability to generate current gain.

A small-signal model for low-frequency analysis of this source-follower
stage is shown in Fig. 3.7. Note that the voltage-controlled current source that
models the body effect of MOS transistors has been included because the source
is not at small-signal ground. The body effect is a major limitation on the small-
signal gain. Note that in Fig. 3.7,  is in parallel with . Notice also that the
voltage-controlled current source modelling the body effect produces a current
that is proportional to the voltage across it. This relationship makes the body
effect equivalent to a resistor of size , which is also in parallel with  and

. Thus, the small-signal model of Fig. 3.7 is equivalent to the simplified small-signal model of Fig. 3.8, in
which . Writing the nodal equation at , and noting that , we have

(3.9)

To minimize circuit equation errors, a consistent methodology should be maintained when writing nodal
equations. The methodology employed here is as follows: The first term is always the node at which the currents
are being summed. This node voltage is multiplied by the sum of all admittances connected to the node. The next
negative terms are the adjacent node voltages, and each is multiplied by the connecting admittance. The last terms
are any current sources with a multiplying negative sign used if the current is shown to flow into the node. 

Solving for , we have

(3.10)

Veff1
2ID

μnCox W L⁄( )
--------------------------------- 171 mV= =

Q1

Active load

Vout

Q2
Q3

Ibias

Vin Q1

Fig. 3.6 A source-follower stage with 
a current mirror used to supply the 
bias current.

Q1 Q2

Q1

Key Point:  The source-
follower provides a voltage 
gain close to unity, and often 
limited by the body effect. It 
can provide a large current 
gain and it is unilateral so it is 
often used as a voltage buffer.
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3.3 Source-Follower or Common-Drain Amplifier 123

where the notation  is used.1 Normally,  is on the
order of one-tenth to one-fifth that of . Also, the transistor output
admittances,  and , might be one-tenth that of the body-effect
parameter, . Therefore, it is seen that the body-effect parameter is
the major source of error causing the gain to be less than unity. Notice
also that at low frequencies the stage is completely unilateral. In other
words, there is no signal flow from the output to the input. This can be
seen by applying a small test signal to the output and noting that it
induces no voltage or current at the input.

EXAMPLE 3.4

Consider the source follower of Fig. 3.6 where  , all transistors have  ,
 and , and the other device parameters are those of the 0.18-μm CMOS process in Table

1.5. What is the gain of the stage?

Solution
We first find the transconductance,

(3.11)

Also,

(3.12)

1. Whenever a variable is designated , it is assumed that the variable is an admittance and that , where  is the 
resistance of the same component. 

Fig. 3.7 The low-frequency model of the source-follower amplifier.
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Fig. 3.8 An equivalent small-signal 
model for the source follower.
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124 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

The equation for the body-effect parameter, from Chapter 1, is

(3.13)

To calculate this parameter, we need to know the source-bulk voltage, . Unfortunately, this voltage is depen-
dent on the application and cannot be known accurately beforehand. Here we will assume that  to
obtain an estimate. We therefore have

(3.14)

Using (3.10), we have

(3.15)

Note that, as mentioned above, the body-effect parameter,  is larger than the other parasitic conductances 
and  and, hence, plays a dominant role in limiting the gain. If the body effect were not present (for example, if
the source and body could be shorted together) the gain would be increased to around –0.9 dB.

3.4 COMMON-GATE AMPLIFIER
A common-gate amplifier with an active load is shown in
Fig. 3.9. This stage is commonly used as a gain stage when a rel-
atively small input impedance is desired. For example, it might
be designed to have an input impedance of  to terminate a

 transmission line. Another common application for a
common-gate amplifier is as the first stage of an amplifier where
the input signal is a current; in such cases a small input imped-
ance is desired in order to ensure all of the current signal is
drawn into the amplifier, and none is “lost” in the signal source
impedance. Aside from its low input impedance, the common-
gate amplifier is similar to a common-source amplifier; in both
cases the input is applied across , except with opposite polar-
ities, and the output is taken at the drain. Hence, in both cases the
small signal gain magnitude approximately equals the product of

 and the total impedance at the drain.
If we use straightforward small-signal analysis, when the impedance seen at  (in this case, the output imped-

ance of the current mirror formed by ) is much less than , the input impedance, , is found to be  at low
frequencies. However, in integrated applications, the impedance seen at  is often on the same order of magnitude
or even much greater than . In this case, the input impedance at low frequencies can be considerably larger than

. To see this result, consider the small-signal model shown in Fig. 3.10. In this model, the voltage-dependent
current source that models the body effect has been included. Notice that  and therefore the two current
sources can be combined into a single current source, as shown in Fig. 3.11. This simplification is always possible for
a transistor that has a grounded gate in a small-signal model, and considerably simplifies taking the body effect

gs1
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----------------------------------------- 0.13gm≅ 0.1 mA/V= =
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Fig. 3.9 A common-gate amplifier with 
a current-mirror active load.
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3.4 Common-Gate Amplifier 125

into account. Specifically, one can simply ignore the body effect for transistors with grounded gates, and then, after
the analysis is complete, simply replace the constants  with . However, for this example, we include the
body-effect parameter throughout the analysis.

At node , we have

(3.16)

Rearranging slightly, we have

(3.17)

Fig. 3.10 The small-signal model of the common-gate amplifier at low frequencies.

Rs

vgs1
gm1vgs1

rds1 RL

vin

vout

rin
vs1

gs1vs1

Fig. 3.11 A simplified small-signal model of the common-gate amplifier.
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126 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

The current going into the source of  is given by

(3.18)

Combining (3.17) and (3.18) to find the input admittance, , we have

(3.19)

Alternatively, we have

(3.20)

With the p-channel active load shown in Fig. 3.9, . Since, in this
case,  is approximately the same magnitude as , the input impedance,

, is about  for low frequencies—twice as large as the expected
value of . This increased input impedance must be taken into account
in applications such as transmission-line terminations. In some examples,
the current-mirror output impedance realized by  is much larger than 
(i.e., ), and so the input impedance for this common-gate ampli-
fier is much lar ger than . This increased input impedance often
occurs in integrated circuits and is not commonly known.

The attenuation from the input source to the transistor source can be considerable for a common-gate ampli-
fier when  is large. This attenuation is given by

(3.21)

Using (3.20) to replace , we have

(3.22)

Using (3.17) and (3.22), we find that the overall dc gain is given by

(3.23)
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Key Point:  The common-gate ampli-
fier provides a voltage gain compara-
ble to that of the common-source 
amplifier, but with a relatively low 
input resistance on the order of 1/gm. 
However, the input resistance can be 
larger when the amplifier has a large 
small-signal load resistance.
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3.5 Source-Degenerated Current Mirrors 127

EXAMPLE 3.5

Design the common-gate amplifier of Fig. 3.9 to have an input impedance of approximately  using the 0.18-μm
CMOS devices in Table 1.5 with  , .

Solution
Since , if we take  we ensure  and using (3.20),

(3.24)

Hence, to ensure , 

(3.25)

If we take ,

(3.26)

This requires the current mirror to provide a gain of .

Finally, using the values in (3.25) and (3.26),

In reality, the input impedance will be somewhat lower than  due to the body effect and finite drain-source
resistance, , not included in (3.24).

3.5 SOURCE-DEGENERATED CURRENT MIRRORS
We saw in Section 3.1 that a current mirror can be realized using only two
transistors, where the output impedance of this current source was seen to
be . To increase this output impedance, a source-degenerated current
mirror can be used, as shown in Fig. 3.12. The small-signal model for this
current mirror is shown in Fig. 3.13. Since no small-signal current flows
into the gate, the gate voltage is 0 V in Fig. 3.13.

Note that the current  sourced by the applied voltage source is
equal to the current through the degeneration resistor, . Therefore,
we have

(3.27)

Also, note that

(3.28)

50 Ω
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Fig. 3.12 A current mirror with 
source degeneration.
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128 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

Setting  equal to the total current through  and  gives

(3.29)

Substituting (3.27) and (3.28) into (3.29) gives

(3.30)

Rearranging, we find the output impedance to be given by

(3.31)

where  is equal to , which is much less than . Thus, the output impedance has been increased by a
factor approximately equal to .

This formula can often be applied to moderately complicated circuits to
quickly estimate the impedances looking into a node. Such an example
follows, in the derivation of the output impedance of cascode current mirrors.
It should be noted that the above derivation ignores the body effect of the
transistor, even though the source of the transistor is not connected to a
small-signal ground. As discussed earlier, in Section 3.4, since the gate is at
a small-signal ground, the body effect can be taken into account by simply
replacing  in Eq. (3.31) with . This substitution results in

(3.32)

where  is the body-effect constant. This result is only slightly different since  is roughly one-fifth of .

EXAMPLE 3.6

Consider the current mirror shown in Fig. 3.12, where , each transistor has ,
and . Using the 0.18-μm CMOS devices in Table 1.5, find  for the current mirror. Assume the body
effect can be approximated by .

ix

Fig. 3.13 The small-signal model for 
the source-degenerated current 
source.
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Key Point:  When a small-signal 
resistance Rs is introduced at the 
source of both transistors in a 
simple current mirror, the output 
resistance is increased by a factor 
approximately equal to 
(1 + Rsgm).
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3.6 Cascode Current Mirrors 129

Solution
Nominally, , and thus we find the small-signal parameters for this current mirror to be

(3.33)

Also we have

(3.34)

Now, making use of (3.32), the output impedance is given by

(3.35)

Note that this result is nearly three times the output impedance for a simple current mirror which would be simply
. Also note that the voltage drop across  equals  due to the dc bias cur-

rent through it.

3.6 CASCODE CURRENT MIRRORS
A cascode current mirror is shown in Fig. 3.14. First, note that the out-
put impedance looking into the drain of Q2 is simply , which is seen
using an analysis very similar to that which was used for the simple
current mirror. Thus, the output impedance can be immediately derived
by considering Q4 as a current source with a source-degeneration resis-
tor of value . Making use of (3.32), and noting that  is now the cas-
code transistor rather than , we have

(3.36)

where now . Therefore, the output impedance is given by

(3.37)

Thus, the output impedance has been increased by a factor of ,
which is an upper limit on the gain of a single-transistor MOS gain-stage,
and might be a value between 10 and 100, depending on the transistor
sizes and currents and the technology being used. This significant
increase in output impedance can be instrumental in realizing single-
stage amplifiers with large low-frequency gains.

The disadvantage in using a cascode current mirror is that it reduces the
maximum output voltage swings possible before transistors enter the triode
region. To understand this reduction, recall that for an n-channel transistor to
be in the active region (also called the saturation or pinch-off region) its
drain-source voltage must be greater than

Iout I in=

gm2 2μnCox W L⁄( )Iout 1.64 mA V⁄= =

rds2
0.2 μm

0.08 μm/V 100 μA
----------------------------------------------- 25 kΩ= =

rout 25 kΩ 1 1 kΩ 1.64 mA V⁄ 0.15 1.64 mA V⁄⋅ 1
25 kΩ
----------------+ +⎝ ⎠

⎛ ⎞+ 73.15 kΩ= =

rds2 25 kΩ= Rs 100 μA 1 kΩ× 0.1 V=

Iout

Q4

Q2

Iin

Q3

Q1

Vout

rout

Fig. 3.14 A cascode current mirror.

rds2

rds2 Q4

Q2

rout rds4 1 Rs gm4 gs4 gds4+ +( )+[ ]=

Rs rds2=

rout rds4 1 rds2 gm4 gs4 gds4+ +( )+[ ]=

 rds4 1 rds2 gm4 gs4+( )+[ ]≅

 rds4 rds2gm4( )≅

Key Point:  The addition of a cascode 
device to a CMOS current mirror 
increases its output resistance by 
approximately the gain of the cascode 
device, gmrds. The voltage swing avail-
able at the current mirror output is 
reduced because some voltage drop 
must be maintained across the cascode 
device to keep it in active mode.

gm4rds4
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130 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

(3.38)

which was shown in Chapter 1 to be given by

(3.39)

If we assume all transistors have the same sizes and currents, then they also all have the same  and, therefore,
the same gate-source voltages, . Also, from Fig. 3.14, we see that

(3.40)

and
(3.41)

Thus, the drain-source voltage of  is larger than the minimum needed to place it at the edge of the active region.
Specifically, the drain-source voltage of  is  greater than what is required. Since the smallest output voltage,

, can be without  entering the triode region is given by , the minimum allowed voltage for  is
given by

(3.42)

which, again, is  greater than the minimum value of . This loss of signal swing is a serious disadvantage
when modern technologies are used that might have a maximum allowed power-supply voltage as small as 1 V. In
Section 6.3, we will see how the cascode current mirror can be modified to maintain large output impedances and
yet still allow for near minimum voltages at the output of the mirror.

EXAMPLE 3.7

Consider the cascode current mirror shown in Fig. 3.14, where  and each transistor has
. Given the 0.35-μm CMOS device parameters in Table 1.5, find  for the current

mirror (approximating the body effect by ). Also find the minimum output voltage at  such that the out-
put transistors remain in the active region.

Solution
Nominally, , and thus we can find the small-signal parameters for this current mirror to be

(3.43)

We also have

(3.44)

Now, making use of (3.37), the output impedance is given by

(3.45)

To find the minimum output voltage, we first need to determine :

(3.46)
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Veff
2ID

μnCox W L⁄( )
--------------------------------=

Veff

VGSi Veff Vtn+=

VG3 VGS1 VGS3+ 2Veff 2Vtn+= =
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Vout VDS2 Veff+> 2Veff1 Vtn+=

Vtn 2Veff
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3.7 Cascode Gain Stage 131

Thus, the minimum output voltage is determined to be . Hence, compared with the simple
current mirror with the same current and transistors in Example 3.1, the output resistance is increased by a factor
of 30, but the voltage swing available at the output is decreased by 0.76 V.

3.7 CASCODE GAIN STAGE
In modern IC design, a commonly used configuration for a single-stage amplifier is a cascode configuration. This
configuration consists of a common-source-connected transistor feeding into a common-gate-connected transistor.
Two examples of cascode amplifiers are shown in Fig. 3.15. The configuration in Fig. 3.15(a) has both an n-channel
common-source transistor, , and an n-channel common-gate cascode transistor, . This configuration is some-
times called a telescopic-cascode amplifier. The configuration shown in Fig. 3.15(b) has an n-channel input (or
drive) transistor, but a p-channel transistor is used for the cascode (or common-gate) transistor. This configuration
is usually called a folded-cascode stage. When incorporated into an operational amplifier, the folded cascode can
provide greater output swing than the telescopic cascode. However, the folded cascode usually consumes more
power since the drain bias currents for  and  are drawn in parallel from the supply voltage, whereas in the
telescopic cascode the same dc drain current is shared by both transistors.

There are two major reasons for the popularity of cascode stages. The
first is that they can have quite large gain for a single stage due to the large
impedances at the output. To enable this high gain, the current sources con-
nected to the output nodes are realized using high-quality cascode current
mirrors. The second major reason for the use of cascode stages is that they
limit the voltage across the input drive transistor. This minimizes any short-
channel effects, which becomes more important with modern technologies
having very short channel-length transistors. It can also permit the circuit to
handle higher output voltages without risking damage to the common-source
transistor.

2Veff Vtn+ 0.98 V=

Q1 Q2

Fig. 3.15 (a) A telescopic-cascode amplifier and (b) a folded-cascode amplifier.

Vin

Vbias

Vout

Vin

Ibias Ibias1

Ibias2

Vbias

Vout

(a) (b)

Q1

Q2 Q1

Q2

Q1 Q2

Key Point:  The cascode gain 
stage uses a common-gate tran-
sistor Q2 to reduce the VDS vari-
ations on a common-source 
transistor Q1. The result is high 
output resistance providing 
potentially high gain and 
reduced short-channel effects. 
However, the available output 
voltage swing is reduced.
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132 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

The main drawback of cascode amplifiers is that the output voltage is restricted to a narrower range than the
common-source amplifier in order to keep all devices in the active region. This is because some voltage must be
kept between drain and source of the extra cascode transistor, .

EXAMPLE 3.8

For the telescopic cascode gain stage pictured in Fig. 3.15(a), what is the minimum voltage that can appear at 
while keeping both  and  in the active region? How does this compare with the common-source amplifier in,
for example, Fig. 3.4? Assume that all transistors are biased with .

Solution
In order to keep  in active mode, a voltage of at least  is required at the drain of . Hence,

(3.47)

The absolute minimum voltage possible at  is achieved by taking the minimum possible value for 
allowed by (3.47). Since  may be at most one threshold voltage below , it is required that

(3.48)

In practice, a significant margin is provided beyond this value since the exact values of  and  are not known.
In the common-source amplifier of Fig. 3.4, there is only one transistor between  and ground ( ). Hence, the

output can drop to within one  of ground, or just . The additional  of swing provided by the com-
mon-source amplifier compared with a cascode amplifier can be very significant when operating with low supply volt-
ages. This is a major reason why common-source amplifiers are often used as the output stage of operational amplifiers.

The small-signal analysis of the telescopic cascode gain stage of Fig. 3.15(a) will next be described. The
same analysis, with only minor modifications, also applies for the folded-cascode stage of Fig. 3.15(b). A small-
signal schematic for the analysis is shown in Fig. 3.16, where the transistor symbols remain as shorthand for their
complete small-signal models.

It is useful to know the small-signal resistances at several points in the circuit, which are defined in Fig. 3.16.
From the section on cascode current-mirrors, we know that the impedance looking into the drain of cascode

Q2

vout

Q1 Q2

Veff 250mV=

Q1 Veff Q1

Vbias Veff 1, VGS 2,+≥ 2Veff Vtn+=

Vout Vbias

Vout Vbias

Vout 2Veff≥ 500mV=

Vtn Veff

Vout Q1

Veff 250mV 250mV

vin

vout

Q1

Q2

RL 1 GL⁄=

rd2

rin2

vs2
rds1

Rs

Fig. 3.16 A small-signal equivalent circuit of the telescopic 
cascode amplifier where MOS transistor symbols are used 
as shorthand for their small-signal models.

Rout
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3.7 Cascode Gain Stage 133

transistor  is approximately given by

(3.49)

The total output resistance will be

(3.50)

where  is the output impedance of the bias current source, . We found earlier that the low-frequency admit-
tance looking into the source of the common-gate or cascode transistor, , is2

(3.51)

The gain from the input to the source of  is simply that of a common-source amplifier with a load resistance of
 and is therefore given by

(3.52)

The gain from the source of  to the output is simply that derived earlier for the common-gate stage.

(3.53)

The overall gain is the product of (3.52) and (3.53).

(3.54)

The reader should be cautioned that (3.54) is only approximate primarily due to the difficulty of accurately
determining the output resistance  for the different transistors. For example, one problem in estimating  is
that it is voltage-dependent. Therefore, prudent designers should never create a design where successful operation
is dependent on knowing the gain accurately rather than just knowing it will be greater than some minimum value.

EXAMPLE 3.9

Find approximate expressions for the gain and output resistance of the cascode stage in Fig. 3.15(a) assuming 
is a simple current source with an output impedance on the order of

(3.55)

Compute approximate numerical results assuming all transistors have  on the order of 0.5mA/V and  on the
order of .

2. Compared to the common-gate analysis, the indices are changed to reflect the fact that  is the common-gate transistor rather than .

Q2

rd2 gm2rds1rds2≅
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--------+

-------------------------------------- gm2
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--------+

-----------------≅= =

Q2
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vs2
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------------------------–= =

Q2

vout
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-------- gm2 gs2 gds2+ +

gds2 GL+
--------------------------------------=

gm2 rds2||RL( )≅ gm2

gds2 GL+( )
---------------------------=

AV
vs2

vin

------vout

vs2

-------- gm1gm2 rds1||rin2( ) rds2||RL( )–≅=

rds rds

Ibias

RL rds-p≈

gm rds

100kΩ
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134 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

Solution
We shall drop the indices for all small-signal values under the assumption that the transistors are somewhat
matched and to simplify matters since we are only deriving an approximate answer.

The resistance looking into the source of  is obtained by substituting (3.55) into (3.51).

(3.56)

Assuming  is much larger than , the gain from the input to the source of Q2 simplifies to

(3.57)

For instance, compared with a common-source amplifer assuming the same numerical values for the transistor
small-signal parameters,  has decreased from –25 to –2. The gain of the common-gate stage also
decreases. Substituting (3.55) into (3.53) gives

(3.58)

Hence, the overall gain is,

(3.59)

Since , the output resistance is now dominated by (3.55).

(3.60)

The corresponding numerical results are  or 34 dB and , The gain in this case is, in
fact, only a factor of 2 larger than would be obtained with a common-source amplifier (i.e. excluding ). Notice
that almost all of the gain appears across the common-gate transistor, .

The cascode amplifier is most often used in analog integrated circuits to provide a large low-frequency gain
from a single stage. Considering equation (3.50), this may only be done if  is large. Since  is the output resis-
tance of the current source,  should be a high-quality current source whose output resistance is on the order of

.
We shall now obtain expressions for the gain and output resistance in this case using the results of our previ-

ous analysis and dropping all indices to obtain an approximate result. Substituting  into (3.51) reveals
that the conductance looking into the source of Q2 is

(3.61)

Therefore, the gain from the input to  in (3.52) may be simplified to,

(3.62)
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3.8 MOS Differential Pair and Gain Stage 135

and since , the gain from  to the output in (3.53) becomes simply

(3.63)

The approximate overall gain is the product of (3.62) and (3.63),

(3.64)

The output resistance is

(3.65)

EXAMPLE 3.10

Compare the gain and output resistance of the cascode amplifier with a high-quality current source to the values
obtained in Example 3.9 where a simple current source was assumed. As in Example 3.9, assume all transistors
have  on the order of 0.5mA/V and  on the order of .

Solution
Substituting the numerical values into equation (3.65) yields , a very large gain from a single amplifier
stage. The output resistance is huge, . These are both over an order of magnitude larger than the val-
ues  and  obtained in Example 3.9; the values have been effectively magnified by the gain
of the common-gate transistor .

3.8 MOS DIFFERENTIAL PAIR AND GAIN STAGE
Most integrated amplifiers have a differential input. To realize this
differential input, almost all amplifiers use what is commonly called a dif-
ferential transistor pair. A differential pair together with a biasing current
source is shown in Fig. 3.17. The transistors  and  are sized identi-
cally and are biased with the same dc gate voltage. A low-frequency, small-
signal model of the differential pair is shown in Fig. 3.18. This small-signal
equivalent circuit is based on the T model for a MOS transistor that was
described in Chapter 1. To simplify the analysis, we ignore the output
impedance of the transistors temporarily. Defining the differential input
voltage as , we have

(3.66)
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Fig. 3.17 A MOS differential pair.
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vin
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136 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

Since both Q1 and Q2 have the same bias currents, .
Therefore, we find

(3.67)

Also, since , we find that

(3.68)

Finally, defining a differential output current, ,
the following relationship is obtained:

(3.69)

If two resistive loads  are connected between the drains of  and  and
a positive supply, the result is a differential output voltage between the two drain
nodes,  and the stage has a differential small-signal gain of

.
If a differential pair has a current mirror as an active load, a complete

differential-input, single-ended-output gain stage can be realized, as shown in
Fig. 3.19. This circuit is the typical first gain stage of a classical two-stage inte-
grated opamp; in this case, the input differential pair is realized using n-channel
transistors and the active current-mirror load is realized using p-channel transistors.
From the small-signal analysis of the differential pair, we have

(3.70)

Also, ignoring transistor output impedances, we have

(3.71)

Note that a positive small-signal current is defined as the current
going into the drain of a transistor. Using (3.71) and the fact that

, we have

(3.72)

The evaluation of the output resistance, , is determined by
using the small-signal equivalent circuit and applying a voltage to the
output node, as seen in Fig. 3.20. Note that the T model was used for
both  and , whereas  was replaced by an equivalent resistance
(since it is diode-connected), and the hybrid-  model was used for .
As usual,  is defined as the ratio , where  is given by the sum

 . Clearly,

(3.73)

id2 is2=id1 is1=

v+ v–

rs1 rs2is2is1

v+ v––

rs1 rs2+
--------------------

Fig. 3.18 The small-signal model of a 
MOS differential pair.
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Key Point:  The differential 
pair with active load is classi-
cally the first stage of a two-
stage operational amplifier. It 
accepts a differential input 
and produces a single-ended 
output with a gain comparable 
to that of a common-source 
stage.
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Fig. 3.19 A differential-input, single-
ended-output MOS gain stage.
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3.8 MOS Differential Pair and Gain Stage 137

implying that the resistance seen in the path taken by  is equal to . Now, assuming that the effect of  can
be ignored (since it is much larger than ), we see that the current  is given by

(3.74)

where the second approximation is valid, since  is typically much greater than . This  current splits
equally between  and  (assuming  and once again ignoring ), resulting in

(3.75)

However, since the current mirror realized by  and  results in  (assuming  and
 is much larger than ), the current  is given by

(3.76)

In other words, when the current splits equally between  and , the current mirror of  and  causes the two
currents  and  to cancel each other. Finally, the output resistance, , is given by

(3.77)

which results in the simple relationship

(3.78)

Therefore, at low frequencies the gain, , is given by

(3.79)
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Fig. 3.20 The small-signal model for the calculation of the output impedance of the differential-
input, single-ended-output MOS gain stage.
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EXAMPLE 3.11

Consider the gain stage shown in Fig. 3.19, where  and all transistors have
. Given the transistor parameters for the 0.18 μm technology in Table 1.5, find the output

impedance, , and the gain from the differential input to the output, . 

Solution
To find the bias currents, we assume that  splits evenly between the two sides of the differential circuit, resulting in

(3.80)

Therefore, the transconductance of the input transistors is equal to

(3.81)

The output impedance of  and  is given by

(3.82)

Thus, the gain for this stage is

(3.83)

3.9 KEY POINTS
• A simple CMOS current mirror has a small-signal input resistance of 1/gm1 and a small-signal output resistance

rds2. [p. 119]
• The common-source amplifier is a popular gain stage, especially when high input impedance is desired. The use

of an active load takes advantage of the nonlinear, large-signal transistor current–voltage relationship to provide
large small-signal resistances without large dc voltage drops. [p. 120]

• The source-follower provides a voltage gain close to unity, and often limited by the body effect. It can provide a
large current gain and it is unilateral so it is often used as a voltage buffer. [p. 122]

• The common-gate amplifier provides a voltage gain comparable to that of the common-source amplifier, but
with a relatively low input resistance on the order of 1/gm. However, the input resistance can be larger when the
amplifier has a large small-signal load resistance. [p. 126]

• When a small-signal resistance Rs is introduced at the source of both transistors in a simple current mirror, the
output resistance is increased by a factor approximately equal to (1 + Rsgm). [p. 128]

• The addition of a cascode device to a CMOS current mirror increases its output resistance by approximately the
gain of the cascode device, gmrds. The voltage swing available at the current mirror output is reduced because
some voltage drop must be maintained across the cascode device to keep it in active mode. [p. 129]

• The cascode gain stage uses a common-gate transistor Q2 to reduce the VDS variations on a common-source
transistor Q1. The result is high output resistance providing potentially high gain and reduced short-channel
effects. However, the available output voltage swing is reduced. [p. 131]

• The differential pair with active load is classically the first stage of a two-stage operational amplifier. It accepts a dif-
ferential input and produces a single-ended output with a gain comparable to that of a common-source stage. [p. 136]
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3.11 PROBLEMS

3.11.1 Section 3.1: Simple CMOS Current Mirror

3.1 Consider the current mirror shown in Fig. 3.1, where , transistor  has , 
and transistor  has  . Find the nominal output current as well as the output resistance, 

. Also, find the minimum output voltage such that both transistors remain in the active region. Use the NMOS 
device parameters for the 0.8-μm CMOS process in Table 1.5.

3.2 For the current mirror in Example 3.1, assuming the two transistors are identical, what drain voltage at  
will ensure that  is precisely equal to ? Compare your results with SPICE.

3.3 For the current mirror in Example 3.1, find the resulting change in  if:

a. the threshold voltage of  increases by 5 mV while that of  remains the same
b. the carrier mobility of  increases by 5% while that of  remains the same
c. the gate length of  is increased to 0.42 μm while that of  remains 

0.40 μm
Compare your results with SPICE.

3.4 The current mirror in Fig. 3.1 is implemented using the 45-nm NMOS devices in 
Table 1.5. If  and , estimate the 
small-signal output resistance of the current mirror.

3.5 Consider the current mirror in Fig. 3.1 with  and . What is the 
relationship between  and ?

3.6 Consider the current mirror depicted in Fig. P3.6 where , 
, and each transistor has . Given the 0.35-μm 

CMOS device parameters in Table 1.5, what drain voltage at  will ensure that  
is precisely equal to ?

3.7 The three-transistor circuit shown in Fig. P3.7 is to be used as a current source. For 
this circuit, the 0.18-μm CMOS device parameters in Table 1.5 are used, 

 and . 

a. Determine the size of transistor  so that . 
b. What is the maximum voltage that can appear at  while still keeping 

in saturation?
c. Keeping the device sizes the same, calculate a new value for the resistor

so that .

I in 80 μA= Q1 W L⁄ 100 μm 1.6 μm⁄=
Q2 W L⁄ = 25 μm 1.6 μm⁄

rout

Q2

Iin Iout

Iout

Q2 Q1

Q2 Q1

Q2 Q1

IoutI in

Q2Q1

v1

R

Fig. P3.6

Iin 100 μA= W L⁄( )1 2, 2 μm 0.1 μm⁄=

L2 L1= W2 3W1=
Iout Iin

Iin 100 μA=
R 2 kΩ= W L⁄ 10 μm/0.4 μm=

Q2 Iin

Iout

W L⁄( )1 4 μm 0.25 μm⁄= W L⁄( )2 12 μm 0.25 μm⁄=

I1

Q2

Q1

Fig. P3.7

Q3

5 kΩ
vo

1.8 VQ3 I1 200 μA=

vo Q3

I1 250 μA=

Problems3.11
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140 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

3.11.2 Section 3.2: Common-Source Amplifier

3.8 In Example 3.2, over what range of input voltages will both  and  remain in active mode? Assume a 
3-V supply voltage.

3.9 Repeat Example 3.2, but doubling all device widths and lengths. How does this effect the result? Com-
pare your results with Spice.

3.10 Design a common-source amplifier with active load using the 0.18-μm CMOS device parameters in Table 1.5 and 
assuming a supply voltage of 1.8 V. The amplifier should have a power consumption of 1 mW, and a gain of at 
least 5 V/V. Ensure all transistors have  and .

3.11 Consider the common-source amplifier shown in Fig. P3.11. The transistors are sized 
 and . Transistor  is 

biased so that . Using the 0.18-μm CMOS device parameters in 
Table 1.5, and assuming a supply voltage of 1.8 V, estimate:

a. the power consumption of the amplifier
b. the small-signal output resistance of the amplifier
c. the small-signal gain of the amplifier, 

3.12 Consider the common-source amplifier shown in Fig. P3.11. Both devices are 
sized with  and  is biased so that . 
Using the 0.18-μm CMOS device parameters in Table 1.5, and assuming a supply 
voltage of 1.8 V, estimate:

a. the power consumption of the amplifier
b. the small-signal output resistance of the amplifier
c. the small-signal gain of the amplifier, 

3.13 Draw the schematic of a PMOS common-source amplifier with NMOS current 
mirror active load. If it is designed using the same bias currents and the same size 
transistors as the NMOS common-source amplifier in Fig. 3.4, which is likely to 
have the higher gain? Why?

3.11.3 Section 3.3: Source-Follower or Common-Drain Amplifier

3.14 Derive the output resistance of the source follower shown in Fig. 3.6.
3.15 The source follower in Fig. 3.6 is to be designed using devices from the 0.18-μm CMOS process in Table 1.5 to 

drive a  load resistor connected between  and ground (not shown in Fig. 3.6).  and all 
transistors are sized identically with a gate length . Choose the gate width  to provide a small-
signal gain of at least 0.8 V/V. You may assume that the body of transistor  is tied to its source so that there is no 
body effect.

3.11.4 Section 3.4: Common-Gate Amplifier

3.16 Assume that the common-gate amplifier of Fig. 3.9 has a bias current of  and that all transistors 
have a W/L of 10 μm/0.18 μm. Find the small-signal gain and input resistance of the amplifier. Use the 
device parameters for the 0.18-μm CMOS process in Table 1.5 and compare your results with Spice.

3.17 The common-gate amplifier of Fig. 3.9 is to be designed to have an input resistance of  using the 
device parameters for the 0.35-μm CMOS process in Table 1.5. All transistors are to have gate lengths of 

 and . Estimate the required values of  and .

Q1 Q2

Veff 250 mV= L 0.25 μm=

Fig. P3.11

vin

vout

Q1

Q2

W L⁄( )1 6 μm 0.3 μm⁄= W L⁄( )2 4 μm 0.3 μm⁄= Q1

Veff1 200 mV=

vout vin⁄

Fig. P3.12

vin

vout

Q1

Q2

W L⁄( ) 6 μm 0.3 μm⁄= Q1 Veff1 200 mV=

vout vin⁄

3 kΩ vout Ibias 0.2 mA=
L 0.25 μm= W

Q1

0.1 mA

200 Ω

L 0.4 μm= Veff 0.25 V= Ibias W1 2 3, ,
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3.11.5 Section 3.5: Source-Degenerated Current Mirrors

3.18 The source-degenerated current mirror in Fig. 3.12 is implemented in the 0.18-μm CMOS process in Table 1.5 to 
mirror a current of  with .

a. Estimate the small-signal output resistance and minimum output voltage of the mirror with .
b. Compare the results in part (a) to those is obtained with , a simple NMOS current mirror.

3.19 Derive the output resistance of the current mirror shown in 
Fig. P3.19 where a diode-connected transistor has been 
included in series with the source of the output transistor. 
Ignore the body effect.

3.11.6 Section 3.6: Cascode Current Mirrors

3.20 A MOS n-channel cascode current mirror has a bias current 
of 0.3 mA and all transistor sizes are 

. What is the minimum output 
voltage allowable across the current mirror without any tran-
sistors entering the triode region? Use the NMOS device 
parameters for the 0.35-μm CMOS process in Table 1.5.

3.21 Using small-signal analysis, find the output resistance of a MOS cascode current mirror. Include in your analysis 
the voltage-dependent current source that models the body effect.

3.22 Shown in Fig. P3.22 is a PMOS current mirror with , 
, , and all transistors sized 

 and having the device parameters for the 
0.18-μm CMOS process in Table 1.5.

a. With , are all transistors in active mode?
b. What is the maximum voltage that can appear at  while still keeping

all transistors in active mode?
c. Assuming all transistors are in active mode, what is the small-signal

output resistance seen looking into the drain of ?
d. Compare this current mirror to the conventional cascode current mirror

presented in Section 3.6.

3.11.7 Section 3.7: Cascode Gain Stage

3.23 A NMOS cascode amplifier with active load is shown in 
Fig. P3.23. It is realized using the 0.35-μm CMOS devices 
in Table 1.5 with , , 

, and 
.

a. Estimate the small-signal gain, , and output
resistance.

b. What is the total power consumption of the circuit?
c. Estimate the range of output voltages over which all

transistors will remain in active mode.
3.24 Modify the design of Problem 3.23 in order to double its 

small-signal gain without changing its power consumption 
or the available output swing.

Iin 0.5 mA= W L⁄( )1 2, 20 μm 0.2 μm⁄=

Rs 200 Ω=

Rs 0=

Fig. P3.19Q2

Q1
Vref

Rout

W L⁄ 50 μm 0.5 μm⁄=

vo

Fig. P3.22

Ibias

R

VDD

Q1 Q2

Q4
Q3

VDD 1.8 V=
Ibias 150 μA= R 2 kΩ=
W L⁄( ) 18 μm 0.2 μm⁄=

v0 1 V=

vo

Q4

vi

vo

Fig. P3.23

Ibias

Ibias

Q1

Q2

Q3Q4

Q6

Q5

VDD

VDD 3.3 V= Ibias 100 μA=
W L⁄( )1 2 5 6, , , 10 μm 0.5 μm⁄=
W L⁄( )3 4, 30 μm 0.5 μm⁄=

vo vi⁄
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142 Chapter 3 • Basic Current Mirrors and Single-Stage Amplifiers

3.25 Shown in Fig. P3.25 is another NMOS telescopic cascode 
amplifier, this time with the additional transistors  included. 
As in Problem 3.23, it is realized using the 0.35-μm CMOS 
devices in Table 1.5 with , , 

, and 
.

a. Estimate the small-signal gain, , and output 
resistance.

b. What is the total power consumption of the circuit?
c. Estimate the range of output voltages over which all 

transistors will remain in active mode.
d. How does this circuit compare with the amplifier in 

Problem 3.23?

3.26 A PMOS telescopic cascode amplifier is shown in 
Fig. P3.26. The transistor sizes, supply voltage and bias 
currents are the same as in Problem 3.25.

a. Estimate the small-signal gain, , and output 
resistance.

b. Compare these results to the amplifier in Problem 3.25.

3.11.8 Section 3.8: MOS Differential Pair and 
Gain Stage

3.27 For the differential-input stage in Fig. 3.19, 
assume that , all transistors have 

. Find the dc gain 
assuming the transistor parameters are those of the 0.8-μm 
CMOS parameters in Table 1.5.

3.28 In Fig. 3.19, , , and . The transis-
tor parameters are those of the 0.18-μm CMOS parameters in Table 1.5 and the supply voltage is 1.8 V.

a. What is the output voltage, , when the differential input voltage is zero? (You may assume all devices
are in active mode.)

b. What is the minimum differential input voltage that will cause one of the input transistors  to turn off?
3.29 The CMOS differential pair circuit shown in Fig. P3.29 is to be designed to have a differential gain of 

4 V/V and a power consumption of 1 mW. The transistors should be biased to have a  and 

vi

vo

Fig. P3.25

Ibias

Ibias

Q1

Q2

Q7

Q3Q4

Q8

Q6

Q5

VDDQ7 8,

VDD 3.3 V= Ibias 100 μA=
W L⁄( )1 2 5 6, , , 10 μm 0.5 μm⁄=
W L⁄( )3 4 7 8, , , 30 μm 0.5 μm⁄=

vo vi⁄

vi

vo

Fig. P3.26
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Q2
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Q3Q4
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Q6

Q5

VDD

vo vi⁄

Ibias 150 μA=
W L⁄ 100 μm 1.6 μm⁄=

Ibias 200 μA= W L⁄( )1 2, 5 μm 0.25 μm⁄= W L⁄( )3 4, 15 μm 0.25 μm⁄=

vout

Q1 2,

Ibias

Q1 Q2vin
- vin

+

vo
-

RD RD

vo
+

1.8 V

Fig. P3.29

Veff 0.3 V=
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should have a gate length of 0.25 μm. Using the 0.18-μm CMOS parameters in Table 1.5, determine the widths of 
the transistors and the values of  and . Compare your results with SPICE.

3.30 Replace the bias current  in the circuit of Fig. P3.29 with the simple NMOS current mirror in Fig. 3.1. Select 
the device sizes,  and , of the two current mirror transistors assuming . Ensure that the current 
mirror transistors remain in active mode for input voltages as low as 1 V.

3.31 Repeat Problem 3.29 using the 0.35-μm CMOS parameters in Table 1.5
3.32 The differential gain circuit in Fig. P3.32 is perfectly symmetric. Assume 

all transistors are kept in the active region.

a. Draw the equivalent half-circuit.
b. Derive an expression for the circuit’s small-signal differential gain in

terms of the transistor small-signal parameters: , , etc.
c. Derive an expression for the circuit’s small-signal output resistance in

terms of the transistor small-signal parameters.

3.33 The differential pair circuit shown in Fig. P3.33 is 
realized with transistors having the 0.18-μm CMOS 
parameters in Table 1.5. All gate lengths are 

, , and 
. The differential pair is perfectly 

symmetric. The device widths are related by 
 and 

. 

a. Select the NMOS device widths so that
.

b. Select the PMOS device widths so that
.

c. Estimate the differential small-signal gain of the
circuit, .

RD Ibias

Ibias

W L Iin 25 μA=

Q1

Q2

Q3

Q4

Fig. P3.32

vi
+ vi

-

vo
- vo

+

VB1

VB2

VB3

Ibias

gm rds

Ibias1 Ibias2

Q1 Q2

Q3 Q4Q5 Q6

Fig. P3.33
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+ vo

-

L 0.3 μm= Ibias1 50 μA=
Ibias2 500 μA=

W1 W2=
W3 W4 4W5 4W6 4W7= = = =

Veff1 2, 150 mV=

Veff3 300 mV=

vout
+ vout

-–( ) vin
+ vin

-–( )⁄
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C H A P T E R

4

144

Frequency Response 
of Electronic Circuits

Historically, electronic circuits were characterized by exciting them with an oscillator’s output, and then with an
oscilloscope determining how the circuit affected the magnitude and phase of its input signal. In general, this tech-
nique is only appropriate for linear circuits. However, it is also useful for non-linear circuits containing transistors
when the signals are small enough that the transistors can be adequately characterized by their operating points
and small linear changes about their operating points; that is, the nonlinear transistors can be accurately described
using small-signal analysis. The use of this technique for characterizing electronic circuits has led to the applica-
tion of frequency-domain techniques to the analysis of most any linear or weakly non-linear system, a technique
that is now ubiquitous in system analysis.

4.1 FREQUENCY RESPONSE OF LINEAR SYSTEMS
Consider a linear time-invariant system with transfer function  being excited by an input signal having
Laplace transform .1 The Laplace transform of the output signal, , is given by

(4.1)

In the time domain, assuming  is the inverse Laplace transform of , and  is the inverse Laplace
Transform of  (often called its impulse response), we have

(4.2)

That is, the output signal is the convolution of the input signal with the impulse response of the system’s transfer
function.

The merit of frequency-domain analysis is that for particular inputs it is often easier to use (4.1) and the
inverse Laplace Transform to calculate the expected output of a circuit rather than (4.2). Examples of this are
when the inputs are pure sinusoids, or step inputs.

Only certain types of transfer functions arise in the ordinary course of analog circuit analysis. Since the inputs
and outputs are generally voltages or currents in the circuit,  and  are always real-valued. Hence, the
impulse response  is also always real-valued. Furthermore, we will restrict our discussion to circuits compris-
ing lumped elements: resistors, capacitors, independent and dependent voltage and current sources.2 The transfer

1. The Laplace transform of  is .
2. We are excluding distributed circuit elements sometimes found in radio-frequency circuits such as transmission lines. These can give 
rise to irrational transfer functions.

H s( )
Xin s( ) Xout s( )

x t( ) X s( ) e st– x t( ) td∫=

Xout s( ) H s( )Xin s( )=

xin t( ) Xin s( ) h t( )
H s( )

xout t( ) xin t( ) h t( )• xin τ( )h t τ–( ) τd

∞–

∞

∫= =

xin xout

h t( )
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4.1 Frequency Response of Linear Systems 145

functions of such circuits may always be written in rational form with real-valued coefficients. That is, as a ratio
of polynomials in the Laplace Transform variable, .

(4.3)

In (4.3), all of the coefficients  and  are real. Normally, . When the transfer function is stable, all
of the  will be positive.

Transfer functions may also be written as a ratio of products of first-order terms,

(4.4)

where . These are often referred to as root form
since the roots of the numerator (zeros) and denominator (poles)
are clearly visible. However, to be exact note that  and  are
not the actual roots of the numerator and denominator; rather
they are equal to the negative roots. Hence, the transfer functions
zeros are  and the poles are . It is also
common to refer to the frequencies of the zeros and poles which
are always positive quantities,  and , since
these are physical frequencies of significance in describing the
system’s input-output behavior.

For transfer functions of systems with real-valued inputs and
outputs, all zeros and poles will be either real or occur in complex-conjugate pairs. Further, the real parts of all the
poles will be positive for stable transfer functions.

4.1.1 Magnitude and Phase Response

The output of an oscillator can often be characterized as a sinusoidal signal given by

(4.5)

where Euler’s relation has been used

(4.6)

and

(4.7)

is a purely imaginary number of unit magnitude.
In the frequency domain,  consists of two impulses, one at

(4.8)

s

H s( ) a0 a1s … amsm+ + +

1 b1s … bnsn+ + +
----------------------------------------------------=

ai bi m n≤
bi

H s( ) K
s z1+( ) s z2+( )… s zm+( )
s ω1+( ) s ω2+( )… s ωn+( )

--------------------------------------------------------------------=

a0

1 s
z1

----+⎝ ⎠
⎛ ⎞ 1 s

z2

----+⎝ ⎠
⎛ ⎞… 1 s

zm

------+⎝ ⎠
⎛ ⎞

1 s
ω1

------+⎝ ⎠
⎛ ⎞ 1 s

ω2

------+⎝ ⎠
⎛ ⎞… 1 s

ωn

------+⎝ ⎠
⎛ ⎞

----------------------------------------------------------------------=

Key Point:  The transfer functions in analog 
circuits throughout this text:
a) are rational with m ≤ n
b) have real-valued coefficients, ai and bi
c) have poles and zeros that are either real 
or appear in complex-conjugate pairs
Furthermore, if the system is stable,
d) all denominator coefficients bi > 0
e) the real part of all poles will be negative

K am bn⁄=

zi ω i

z1– z– 2…, ω1– ω2…–,

z1 z2 …, ω1 ω2 …,

xin t( ) Ain ω int( )cos Ain
ejωint e j– ωint+( )

2
----------------------------------= =

ejx x( )cos j x( )sin+=

j 1–=

Xin s( )
s jω in=
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146 Chapter 4 • Frequency Response of Electronic Circuits

and one at

(4.9)

with each impulse having a magnitude .
The output of a linear system having such an input also consists of two impulses in the frequency domain, but now

each impulse will be multiplied by  where  for the positive frequency impulse and  for the
negative frequency impulse. After taking the inverse Laplace Transform of the output signal, it is seen that

(4.10)

The transfer function evaluated on the imaginary axis, , is its frequency response which may written in
terms of its magnitude response  and phase response .

(4.11)

Furthermore, for systems with real-valued inputs and outputs,

(4.12)

Substituting (4.11) and (4.12) into (4.10) gives

(4.13)

The development just presented has been given in terms of the Laplace transform variable  for the particular
case where . Alternatively, it is often presented in terms of Fourier Transforms which are equivalent to
Laplace Transforms with . However, when using Fourier Transforms, the  symbol denoting that the fre-
quency is complex is usually omitted. For example, (4.11) would normally be written as

(4.14)

where .
The interpretation of (4.14) is as follows: When a linear electronic

circuit is excited with the output of a sinusoidal oscillator, the output of
the circuit will also be a sinusoid at the same frequency. The magnitude
of the output sinusoid will be equal to the magnitude of the input sinu-
soid multiplied by  where  is the frequency response of
the circuit. The phase difference between the output sinusoid and the
input sinusoid will be equal to .

Magnitude response is often expressed in units of decibels (dB),

Decibels are a convenient unit since the magnitude response of two
linear systems in series is the sum of the two magnitude responses

when expressed in dB. Specifically, two systems with frequency responses  and  connected in series
will have an overall frequency response . Expressed in decibels,

s jωin–=

Ain 2⁄

H s( ) s jωin= s jωin–=

xout t( )
Ain

2
------- e

jωint
H jωin( ) e

jωint–
H jω in–( )+( )=

H jωin( )
H jω in( ) φ H jωin( )∠=

H jω in( ) H jω in( ) ejφ=

H jω in–( ) H jω in( ) e j– φ=

xout t( )
Ain

2
------- H jω in( ) ejωintejφ e j– ωinte j– φ+( )=

Ain

2
------- H jω in( ) ej ωint φ+( ) e j– ωint φ+( )+( )=

Ain H jω in( ) ωint φ+( )cos=

s
s jωin=

s jω in= j

H ω in( ) H ω in( ) ejφ=

φ H ωin( )∠=

Key Point:  When a linear circuit is 
excited with a sinusoid, the output will be 
a sinusoid at the same frequency. Its mag-
nitude will equal to the input magnitude 
multiplied by the magnitude response 

. The phase difference between the 
output and input sinusoids will equal the 
phase response . Magnitude 
responses are often expressed in units of 
decibels, 20log10|H(ω)| dB.

H ω in( )

H ω in( )∠

H ω in( ) H ω in( )

φ H ω in( )∠=

20 H ω( )  dB10log

H1 ω( ) H2 ω( )
H1 ω( ) H2 ω( )⋅

20 H1 ω( ) H2 ω( )( ) dB10log 20 H1 ω( )  dB10log 20 H2 ω( )  dB10log+=
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4.1 Frequency Response of Linear Systems 147

EXAMPLE 4.1

If the magnitude response of a linear system is doubled, how much does it increase in dB? What if the magnitude
response is increased by an order of magnitude?

Solution
If the magnitude response of the original system is , once it is doubled it becomes

If increased by an order of magnitude, it becomes

Hence, doubling a magnitude response implies an increase of 6 dB and increasing it by one order of magnitude
implies an increase of 20 dB. In general, a change in  by a multiplicative factor  can be expressed in
decibels by adding .

4.1.2 First-Order Circuits

A first-order transfer function has a first order denominator, . For example,

(4.15)

is a first-order low-pass transfer function. It is the most-commonly encountered transfer function in electronic cir-
cuits. It arises naturally when a resistance and capacitance are combined. It is also often used as a simple model of
more complex circuits, such as operational amplifiers; when used in this way,  is referred to as a dominant pole
and (4.15) is a dominant-pole approximation.

EXAMPLE 4.2

Consider a linear circuit having a transfer function given by (4.15), where  and  rad./s. Find
the magnitude and phase of the output sinusoid assuming the input sinusoid has a peak voltage of 1V and zero phase
for the frequencies 10Hz, 100Hz, and 1kHz.

20 H ω( )  dB10log

20 2 H ω( )( ) dB10log 20 H ω( )  dB10log 20 2 dB10log+=

20 H ω( )  dB10log 6.02 dB+=

20 H ω( )  dB10log 6 dB+≅

20 10 H ω( )( ) dB10log 20 H ω( )  dB10log 20 10 dB10log+=

20 H ω( )  dB10log 20 dB+=

H ω( ) A
20 A  dB10log

n 1=

H s( ) A0

1 s
ω0

------+

---------------=

ω0

A0 10= ω0 2π 100×=
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148 Chapter 4 • Frequency Response of Electronic Circuits

Solution
We can re-write (4.15) with  using Fourier Transforms as

(4.16)

where

(4.17)

Note that

(4.18)

Using (4.17) and (4.18), for the case , where , we have

(4.19)

The phase shift is given by

(4.20)

The fact that the phase difference between the input and output is negative, implies the output sinusoid comes after
the input sinusoid by , or in other words “lags” the input sinusoid. For , we have

(4.21)

and

(4.22)

Note that at  or equivalently, for , the magnitude response is 3dB below its low-frequency
value, and the phase is delayed by . Finally, for , we have

(4.23)

and

(4.24)

Thus, the gain is approximately 20dB less than its low-frequency value and the phase shift is approaching .
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4.1 Frequency Response of Linear Systems 149

Step Response of First-Order Circuits
Another common means of characterizing linear circuits is to excite them with step inputs. This would normally
be done in practice by exciting them with a square wave having a low-enough frequency (or equivalently long-
enough period), so the circuit settles between edges, and therefore each edge effectively excites the circuit similar
to a step input.

Consider a step input  where , the step-input function, is defined as

(4.25)

The step function  has a Laplace transform given by

(4.26)

Therefore, the Laplace transform of the output of a linear system having transfer function  and a step input is
given by

(4.27)

This is normally easy to calculate especially since any rational  may be expressed as a sum of first-order
terms using residues [James, 2004].

Consider the special case were a first-order low-pass filter has a transfer function given by

(4.28)

Using (4.27), we have

(4.29)

Equation (4.29) can be rewritten in terms of its residues as

(4.30)

It is now simple to take the Inverse Laplace Transform to get

(4.31)

where .
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In a similar manner it is straight-forward to show that a general first-order circuit having a transfer function given
by

(4.32)

and subjected to a step input has an output with Laplace transform

(4.33)

Hence, the system’s step response is

(4.34)

where 
Note that the step response for  very slightly greater than 0 is denoted by  and using (4.34) is easily

found to be given by

(4.35)

This is easily verified using the Laplace transform property

(4.36)

together with equation (4.33). In a similar manner, it is easily found that after a long time, when the first-order cir-
cuit has settled, its response denoted  is given by

(4.37)

Once again, this can be verified using the Laplace Transform property

(4.38)

together with (4.33). Using (4.34), (4.35) and (4.38), one can derive the general equation giving the step response
of any first-order circuit as

(4.39)

H s( ) A0

1 s
ωz

------+

1 s
ω0

------+

---------------

⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞

=

Xout s( )
AinA0

s
-------------

1 s
ωz

------+

1 s
ω0

------+

---------------

⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞

=

xout t( ) u t( )AinA0 1 1 ω0

ωz

------–⎝ ⎠
⎛ ⎞ e

t τ/–

–=

τ 1 ω0⁄=
t xout 0+( )

xout 0+( ) AinA0
ω0

ωz

------=

xout 0+( ) sXout s( )
s ∞→
lim H s( )

s ∞→
lim Ain AinA0

ω0

ωz

------= = =

xout ∞( )

xout ∞( ) AinA0=

xout ∞( ) sXout s( )
s 0→
lim H s( )

s 0→
lim Ain= =

x t( ) x ∞( ) x ∞( ) x 0+( )–[ ]e t τ/––=
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EXAMPLE 4.3

Consider the first-order lowpass circuit shown in Fig. 4.1. Assume  and . Find the –3 dB fre-
quency of the circuit and the time constant of the circuit. Assuming the input signal is a 0.5-V step input at time 0,
what is the output voltage at ? How long does it take for the circuit to settle within 70% of its final value?

Solution
The transfer function of this circuit is easily found using the admittance divider formula; that is

(4.40)

where  is the interconnecting admittance between the input and output and the denominator is the sum of all
admittances connected to the output node (in this case ). For this case, we have 
and  and therefore

(4.41)

The –3dB frequency in radians per second is given by

(4.42)

In Hz, the –3dB frequency is given by

(4.43)

The circuit time constant is given by

(4.44)

Next, using (4.31), we have the output voltage at  given by

(4.45)

For the circuit to settle within 70% of its final value, we need

(4.46)

Vin Vout

R

C
Fig. 4.1 A RC first-order lowpass circuit.

R 1 kΩ= C 1 nF=

1.5 μs

H s( ) Vout s( )
Vin s( )
---------------- G1 s( )

G1 s( ) G2 s( )+
---------------------------------= =

G1 s( )
G1 s( ) G2 s( )+ G1 s( ) 1 R⁄=

G2 s( ) sC=

H s( ) 1 R⁄
sC 1 R⁄+
------------------------- 1

1 sRC+
---------------------= =

ω0
1

RC
--------- 1

1 3×10 1 9–×10
------------------------------- 1 6×10  rad/sec= = =

f-3dB
1

2π
------ 1

RC
--------- 159 kHz≅=

τ 1
ω0

------ RC 1 μs= = =

1.5 μs

xout t( ) 0.5 1 e 1.5 6–×10 1 6–×10⁄––[ ] 0.5 1 e 1.5––[ ] 0.39V= = =

1 e t τ/–– 0.7=
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which implies

(4.47)

EXAMPLE 4.4

Consider the first-order circuit shown in Fig. 4.2. Find equations for the transfer function and for the step-
response. What constraint is necessary and sufficient for the step-response to be an ideal step? For the special case
of , , , and , plot the step response assuming the input signal is a 2V
step.

Solution
The transfer function can once again be found using the admittance-divider formula. We have

(4.48)

Equation (4.48) can be re-written in the same form as (4.32) with the substitutions

(4.49)

(4.50)

and

(4.51)

t τ 1
1 0.7–
----------------⎝ ⎠

⎛ ⎞ln 1.2τ 1.2μs= = =

Vin Vout

R1

C1

C2
R2

Fig. 4.2 A RC first-order circuit.

C1 5pF= C2 10pF= R1 2kΩ= R2 10kΩ=

H s( ) Vout s( )
Vin s( )
----------------=

sC1 1 R1⁄+

sC1 1 R1⁄ sC2 1 R2⁄+ + +
-----------------------------------------------------------------=

R2

R1 R2+
------------------⎝ ⎠

⎛ ⎞ 1 sR1C1+

1 s
R1R2( )

R1 R2+( )
----------------------- C1 C2+( )+

-------------------------------------------------------------=

A0
R2

R1 R2+
------------------=

τz ωz
1– R1C1= =

τ0 ω0
1– R1R2( )

R1 R2+( )
----------------------- C1 C2+( ) R1 R2||( ) C1 C2+( )= = =
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In order for the step response (given by (4.34)) to be an ideal step, we need . Using (4.50) and (4.51),
we see the necessary conditions are

(4.52)

which implies

(4.53)

For the case, of , , , and , we have ,
, and . Using (4.36) and (4.48), we see

(4.54)

and

(4.55)

The circuit time constant is . Using these values, it is possible to sketch the step response as shown
in Fig. 4.3. In one time constant, the output voltage has settled to within 22% of its total change (i.e.

).

EXAMPLE 4.5

Consider an amplifier having a small signal transfer function that approximately is given by

(4.56)

ωz ω0=

R1C1 R1 R2||( ) C1 C2+( )=

C2

C1

------ R1

R2

------=

C1 5pF= C2 10pF= R1 2kΩ= R2 10kΩ= A0 0.833=
ωz 1 8×10 rad= ω0 4 7×10 rad=

xout 0+( ) Ain H s( )
s ∞→
lim Ain

C1

C1 C2+
------------------ 2 5pF

5pF 10pF+
------------------------------⎝ ⎠

⎛ ⎞ 0.67V= = = =

xout ∞( ) Ain H s( )
s 0→
lim Ain

R2

R1 R2+
------------------ 2 10kΩ

2kΩ 10kΩ+
--------------------------------⎝ ⎠

⎛ ⎞ 1.67V= = = =

1 ω0⁄ 25ns=

xout ∞( ) xout ∞( ) xout 0+( )–( )e 1–– 1.67V 1V e 1–⋅– 1.30V= =

Fig. 4.3 The 2-V step-response of the circuit of Fig. 4.2.

0.67 V

1.67V

t

xout t( )

25ns

1.30 V

A s( ) A0

1 s
ω-3dB

-----------+

--------------------=
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What is the approximate unity-gain frequency and the phase shift at the unity-gain frequency for  and
?

Solution
At frequencies , which is the case for most signal frequencies, the s term in the denominator dom-
inates and we have

(4.57)

and the open-loop transfer function of the amplifier is very similar to that of an ideal integrator. The magnitude of
the Fourier Transform is found by substituting  and taking the magnitude. To find the unity gain
frequency, this magnitude should be set to unity and then  (often called ) should be solved for. We have

(4.58)

which implies

(4.59)

The phase shift of the transfer function is given by

(4.60)

Noting that since , we have , and therefore

(4.61)

For this example, using (4.59) and (4.61), we have .

4.1.3 Second-Order Low-Pass Transfer Functions with Real Poles

Second-order low-pass transfer functions are often encountered when characterizing electronic circuits. For exam-
ple, operational amplifiers with feedback, and perhaps being inadequately compensated, are often modelled as
second-order low-pass functions. Three alternative formulations for second-order low-pass transfer functions
(assuming a real numerator) are

(4.62)

A0 1 5×10=
ω 3dB– 1 3×10=

s jω jω 3dB–»=

A s( )
A0ω 3dB–

s
------------------≅

s jω=
ω ωta

A0ω 3dB–

ωta

------------------ 1=

Key Point:  For a first-
order lowpass transfer 
function with dc gain 
A0>>1, the unity gain fre-
quency is ωta≈A0ω−3dB and 
∠A(ωta)≈90°.

ωta A0ω 3dB–≅

A ω( )∠ ω
ω 3dB–

------------⎝ ⎠
⎛ ⎞tan–

1–

=

A0 1» ω ω 3dB–⁄ 1»

A ωta( )∠ 90°–≅

ωta 1 8×10 rad≅

H s( ) K
1 sτ1+( ) 1 sτ2+( )

--------------------------------------------=

K

1 s
ωp1

--------+⎝ ⎠
⎛ ⎞ 1 s

ωp2

--------+⎝ ⎠
⎛ ⎞

-----------------------------------------------=

Kωp1ωp2

s ωp1+( ) s ωp2+( )
---------------------------------------------=
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4.1 Frequency Response of Linear Systems 155

The coefficients  or  are either real and positive, or occur in complex-conjugate pairs. The transfer
function may also be written in the form

(4.63)

Equation (4.63) may be written in the alternative (and popular) form

(4.64)

Here, parameter  is called the resonant frequency, parameter  is called the Q-factor3 [Sedra, 2009], and 
is the dc gain of the transfer function. This latter form (4.64) is often preferred by experienced designers because
it has no complex-valued coefficients, even in cases where the poles  and  are a complex-conjugate
pair.

We will for now consider only the special case where  are both real and distinct. We can set the
denominator of (4.64), , equal to the denominator of (4.62), and we have

(4.65)

Equating the coefficients yields
(4.66)

and

(4.67)

Solving (4.66) and (4.67), we get

(4.68)

We can also express the frequency response of (4.62) as

(4.69)

where

(4.70)

This form clearly shows  and .

3. The Q-factor is 1/2 times the inverse of the damping-factor. The damping-factor is an alternative method of indicating the pole 
locations in second-order transfer-functions.

τ1 τ2, ωp1 ωp2,

H s( ) Kωp1ωp2

ωp1ωp2 s ωp1 ωp2+( ) s2+ +
-----------------------------------------------------------------=

H s( ) Kω0
2

ω0
2 s

ω0

Q
------ s2+ +

---------------------------------=

ωo Q K

ω– p1 ωp2–

ωp1 ωp2<
D s( )

D s( ) ω0
2 s

ω0

Q
------ s2+ +=

ωp1 s+( ) ωp2 s+( )=

ωp1ωp2 s ωp1 ωp2+( ) s2+ +=

ω0
2 ωp1ωp2=

ω0

Q
------ ωp1 ωp2+=

ωp1 ωp2,
ω0

2Q
-------- 1 1 4Q2–±( )=

H s( ) K

1 ω
ωp1

--------⎝ ⎠
⎛ ⎞ 2

+ 1 ω
ωp2

--------⎝ ⎠
⎛ ⎞ 2

+

-----------------------------------------------------------ejφ=

φ ω
ωp1

--------⎝ ⎠
⎛ ⎞tan 1––

ω
ωp2

--------⎝ ⎠
⎛ ⎞tan–=

H ω( ) H ω( )∠
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Widely-Spaced Real Poles
For the special case of real poles , we have , and we can make the approximation

(4.71)

Using (4.71) and (4.68) gives

(4.72)

(4.73)

Using (4.69) and (4.70), it is possible to simply approximate the magnitude and phase response of low-pass
transfer functions in a number of different frequency regions. For , we have . At ,
we have , and . Next, for , we have

(4.74)

If we express the magnitude response in terms of decibels (dB),

(4.75)

Thus, the magnitude response is decreasing –20dB for every decade increase in . In addition, in this region, we
have . Next, at , we have

(4.76)

and . The final region is when . In this region, we have

(4.77)

Expressing the magnitude gain in dB, we have

(4.78)

and we see the gain is decreasing –40 dB for every decade increase in . In this region, we also have
.

Step Response
The step response for a second-order low-pass transfer function can be found by expanding (4.62) into partial frac-
tions (or residues). It is not too difficult to show that

(4.79)

Equivalently, in terms of time constants  and 

(4.80)

ωp1 ωp2« Q 1«

1 4Q2– 1 2Q2–≅

ωp1 ω0Q≅

ωp2
ω0

Q
------≅

ω ωp1« H ω( ) K= ω ωp1=
H ωp1( ) K 2⁄= H ω( )∠ 45°–= ωp1 ω ωp2« «

H ω( )
Kωp1

ω
------------≅

H ω( ) dB 20 Kωp1( ) 20 ω( )log–log≅

ω
H ω( )∠ 90°–≅ ω ωp2=

H ωp2( )
Kωp1

2ωp2

---------------≅

H ω( )∠ 135°–= ωp2 ω«

H ω( )
Kωp1ωp2

ω2
---------------------≅

H ω( ) dB 20 Kωp1ωp2( )log 40 ω( )log–≅

ω
H ω( )∠ 180°–≅

H s( ) K
ωp2

ωp2 ωp1–
---------------------- ωp1

s ωp1+
----------------- ωp1

ωp2 ωp1–
---------------------- ωp2

s ωp2+
-----------------–=

τ1 1 ωp1⁄= τ2 1 ωp2⁄=

H s( ) K
τ1

τ1 τ2–
--------------- 1

1 sτ1+
----------------- τ2

τ1 τ2–
--------------- 1

1 sτ2+
-----------------–=
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4.1 Frequency Response of Linear Systems 157

It is now straightforward to express the step response of the second-order system as the sum of the individual step
responses of two first-order systems. We have

(4.81)

and we see the step response is composed of two first-order modes.
For the case of widely-spaced real poles , we see that the second term in (4.81) settles much more

quickly then the first. Hence, for ,

(4.82)

The system exhibits a first-order step response with the slower time constant, .

4.1.4 Bode Plots

The observations made in Section 4.1.3 are the basis of a methodology useful for constructing approximate plots
of the magnitude response (in dB) and phase response (in degrees) versus log frequency. These plots are called
Bode Plots; they are used extensively to graphically represent a circuit’s frequency response and for the analysis
of feedback systems.

The method for Bode plots of stable low-pass transfer functions having only
real poles (i.e. where the order of the numerator , hence ) is
summarized by the following rules:
a. At very low frequencies both the magnitude and phase plots are constant

(horizontal lines) at  and  respectively.
b. As the frequency becomes larger than a pole frequency, the slope of the

magnitude response changes by –20 dB/decade.
c. Each pole contributes an additional  phase shift at the frequency of the

pole. At frequencies substantially higher than a pole frequency, it contrib-
utes an additional .

EXAMPLE 4.6

Sketch a bode plot for a second-order low-pass transfer function (4.62) with ,  rad/s, and
 rad/s.

Solution
The transfer function is

xout t( ) Ain
Kωp2

ωp2 ωp1–
---------------------- 1 e tωp1––[ ] Ain

Kωp1

ωp2 ωp1–
---------------------- 1 e tωp2––[ ]–=

ωp1 ωp2«
t 1 ωp2⁄»

xout t( ) Ain
Kωp2

ωp2 ωp1–
---------------------- 1 e tωp1––[ ] Ain

Kωp1

ωp2 ωp1–
----------------------– AinK 1 e tωp1––[ ]≅ ≅

1 ωp1⁄

Key Point:  Transfer func-
tions with only real-valued 
poles and numerator order 
zero have monotonically 
decreasing magnitude and 
phase response plots with 
each pole contributing an 
additional –20 dB/decade 
slope in the magnitude 
response, and an addi-
tional –90° phase shift.

m 0= N s( ) K=

20 H 0( )10  dBlog 0°

45°–

90°–

K 1 4×10= ωp1 10=
ωp2 1000=

H s( ) 1 4×10

1 s
10
------+⎝ ⎠

⎛ ⎞ 1 s
1000
------------+⎝ ⎠

⎛ ⎞
------------------------------------------------=
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158 Chapter 4 • Frequency Response of Electronic Circuits

Following the procedure, the magnitude response is constant for low frequencies at a value of
 (step a). The slope then decreases to –20 dB/decade at  rad/s

and to –40 dB/decade at  rad/s (step b). The phase response starts at  (step a) and decreases to 
at ,  at , to  at  rad/s, and finally to  at  (step c). The
plots in Fig. 4.4 result.

The methodology described above may be generalized to handle any rational transfer function where all zeros and
poles are purely real. It is easiest to have  written in root form, (4.4).

a. Find a frequency  where the number of poles at lower frequencies, , equals the number of
zeros at lower frequencies, . Begin the magnitude response plot with a flat (constant) region
around  at a value of 

Begin the phase response plot at .
b. Moving from  to the right along the magnitude response plot (to higher frequencies), each time the

frequency becomes greater than a pole frequency,  with , the slope of the magnitude response
changes by –20 dB/decade. Each time the frequency becomes greater than a zero frequency,  with

, the slope of the magnitude response changes by +20 dB/decade.
c. Moving from  to the left along the magnitude response plot (to lower frequencies), each time the

frequency becomes less than a pole frequency,  with , the slope of the magnitude response
changes by +20 dB/decade. Each time the frequency becomes less than a zero frequency,  with ,
the slope of the magnitude response changes by –20 dB/decade.

d. Moving from  to the right along the phase response plot (to higher frequencies), an additional 
phase shift is introduced at the frequency of each pole,  with , and right-half plane zero,  with

 and ; at frequencies substantially higher than the pole and zero frequencies an additional
 phase shift is contributed. At each left-half-plane zero encountered,  with  and , an

20 H 0( )10log 20 104
10log 80 dB= = ωp1 10=
ωp2 103= 0° 45°–

ωp1 10= 90°– ωp1 ω ωp2« « 135°– ωp2 103= 180°– ω ωp2»

H ω( ) dB

80dB

40dB

ω

H ω( )∠
ω

90°–

180°–

O20dB/dec

O40dB/dec

0°

101 103

Fig. 4.4 Magnitude gain (in dB) and phase versus  
on a logarithmic scale.

ω

H s( )

ωmid ω1 ω2…ωk,
z1 z2…zk,

ωmid

20 H ωmid( )10 20 K
z k 1+( ) … zm

ω k 1+( ) … ωn

---------------------------------⎝ ⎠
⎛ ⎞

10

log≅log

H ωmid( )∠ 0°≅
ωmid

ωi i k>
zi

i k>
ωmid

ω i i k≤
zi i k≤

ωmid 45°–
ω i i k> zi

i k> zi 0<
90°– zi i k> zi 0>
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4.1 Frequency Response of Linear Systems 159

additional  phase shift is introduced at the frequency , and an additional  phase shift is
contributed at frequencies substantially higher.

e. Moving from  to the left along the phase response plot (to lower frequencies), an additional 
phase shift is introduced at the frequency of each pole,  with , and right-half plane zero,  with

 and ; at frequencies substantially lower than the pole and zero frequencies an additional
 phase shift is contributed. At each left-half-plane zero encountered,  with  and , an

additional  phase shift is introduced at the frequency , and an additional  phase shift is con-
tributed at frequencies substantially lower.

EXAMPLE 4.7

Find the transfer function of the opamp circuit shown in Fig. 4.5 and sketch its Bode plots.

Solution
Since  is five orders of magnitude larger than , there is a wide range of frequencies where  can be
assumed to be a short circuit and  can be approximated by an open circuit.4 In this frequency range, called mid-
band, we have simply a noninverting opamp configuration with a gain of .

At moderately-low frequencies where  is having an effect,  can certainly be treated as an open circuit
since it is so small. The circuit at these frequencies appears like the simplified circuit shown in Fig. 4.6. The trans-
fer function at these frequencies is found by analyzing this simplified circuit. The closed-loop transfer function is
given by

(4.83)

4. The reason for including  is that at very-very-low frequencies, it operates as an open circuit. Thus, at dc, the gain is only unity. 
The low gain at d.c. (of unity) helps minimize bothersome “clicks” due to d.c. offsets inherent in the amplifier that would be amplified 
by the large gain if  had not been included. The capacitor  limits the high frequency response. It also helps stabilize the opamp, 
but this is beyond the scope of the current subject.

+45° zi +90°

ωmid +45°
ωi i k≤ zi

i k≤ zi 0<
+90° zi i k≤ zi 0>

45– ° zi 90– °

Vin

Vout

R1

R2

C2

C1

100nF

1pF

100Ω

2kΩ Z2

Z1

Fig. 4.5 The feedback configuration often used for stereo 
power amplifiers.

C1 C2 C1

C2

C1

C1 C2

1 R2 R1⁄+( )
C1 C2

H s( ) Vout s( )
Vin s( )
---------------- 1 Z2 s( )

Z1 s( )
------------+= =
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where

(4.84)

and

(4.85)

We have

(4.86)

We see the simplified circuit is first order with a zero at

(4.87)

and a pole at

(4.88)

Note that as the frequency gets large, , the result in (4.86) becomes the same as that obtained earlier
by inspection for mid-band frequencies.

(4.89)

Z1 s( ) R1
1

sC1

---------+=

Vin

Vout

R1

R2

C1

100nF

100Ω

2kΩ

Z1

Z2

Fig. 4.6 A simplified circuit that has the same frequency 
response as Fig. 4.5 for low and mid-band frequencies.

Z2 s( ) R2=

H s( )
R1 R2

1
sC1

---------+ +

R1
1

sC1

---------+

----------------------------------- 1 s R1 R2+( )C1+

1 sR1C1+
-------------------------------------------= =

ωz1
1

R1 R2+( )C1

------------------------------ 4.76 krad/sec= =

ωp1
1

R1C1

------------ 100 krad/sec= =

ω ωz1 ωp1,»

H s( ) 1 R2

R1

------+≅
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At mid and high-frequencies, when  can be certainly be treated as a short-circuit, the response of the circuit is
very close to that of the simplified circuit shown in Fig. 4.7. We now have

(4.90)

and

(4.91)

Using (4.83), we have (after a little algebra)

(4.92)

We see the simplified circuit is again first order with a zero at

(4.93)

and a pole at

(4.94)

Once again the mid-band gain may be found by evaluating (4.92) at low frequencies,  resulting in
.

C1

Vin

Vout

R1

R2

C2

1pF

100Ω

2kΩ Z2

Z1

Fig. 4.7 A simplified circuit that has the same 
frequency response as that in Fig. 4.5 for mid-band and 
high frequencies.

Z1 s( ) R1=

Z2 s( ) 1
1 R2⁄ sC2+
-----------------------------=

Key Point:  When a circuit has 
one or more capacitors with rela-
tively very large value, one may 
consider those capacitors short-
circuited to see how the circuit 
behaves at higher frequencies. 
Similarly, when one or more 
capacitors have relatively very 
small value, the circuit may be 
considered with those capacitors 
open-circuited to understand its 
operation at lower frequencies.

H s( ) Y1 s( ) Y2 s( )+

Y2 s( )
--------------------------------=

1
R1

------ 1
R2

------ sC2+ +

1
R2

------ sC2+

-----------------------------------=

R1 R2+

R1

------------------⎝ ⎠
⎛ ⎞ 1 s R1 R2||( )C2+

1 sR2C2+
------------------------------------------⎝ ⎠

⎛ ⎞=

ωz2
1

R1 R2||( )C2

----------------------------- 1.05 8×10  rad/sec= =

ωp2
1

R2C2

------------ 5 6×10  rad/sec= =

ω ωz2 ωp2,«
H s( ) 1 R2 R1⁄( )+≅
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An alternative approach would be to consider the actual circuit of Fig. 4.5 that is valid at all frequencies and
substitute

(4.95)

and

(4.96)

directly into (4.83) without simplifying. After some algebra, we get

(4.97)

If we now make the assumption that the numerator, , has two widely separated zeros , then we may
express the numerator as

(4.98)

Equating (4.98) and (4.97) and solving for  and , we get

(4.99)

(4.100)

We also have two widely-spaced poles given by

(4.101)

(4.102)

Hence, we have the same poles and zeros that were obtained by separate analysis of the low-frequency circuit in
Fig. 4.6 and the high-frequency circuit in Fig. 4.7.

Following the procedure for sketching Bode plots, we begin at mid-band frequencies . Here,
the gain as given by (4.89) is 21 and the magnitude of the bode plot is constant at 26.4 dB while the phase is con-
stant at . Moving to higher frequencies, we first encounter the pole  and then the zero . Moving to
lower frequencies, we first encounter the pole  and then the zero . The resulting Bode plot is shown in
Fig. 4.8.
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4.1 Frequency Response of Linear Systems 163

4.1.5 Second-Order Low-Pass Transfer Functions with Complex Poles

Consider the second-order low-pass transfer function in (4.62) when the two poles are complex-valued and conju-
gate pairs, . Using (4.68), we see this case occurs when  and we have

(4.103)

Hence,

(4.104)

and

(4.105)

Furthermore,

(4.106)

The pole locations on the complex s-plane are illustrated in Fig. 4.9. The step response can now be found by sub-
stituting (4.103) into (4.81).

(4.107)
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102 104 106 108
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Fig. 4.8 Approximate magnitude and phase 
responses of the circuit of Fig. 4.5.
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164 Chapter 4 • Frequency Response of Electronic Circuits

where  and . Thus, we see the step response has a sinusoidal term whose
envelope exponentially decreases with a time constant equal to the inverse of the real parts of the poles,

. Hence, a system with high -factor will exhibit oscillations that persist for a long time. The
oscillatory frequency of the sinusoids are determined by the imaginary parts of the poles.

It is also possible to determine the peak of the step response by solving

(4.108)

for time, . In general, there may be multiple solutions to (4.108), but since the envelope of the oscillations is
decaying, the solution with the smallest magnitude  is the time of the highest peak in the step response. The
height is obtained by evaluating (4.107) at this time,

(4.109)

Equation (4.109) is valid only for . For , the poles are real-valued and there is no overshoot. The
borderline case  is called a maximally-damped response. These different cases have been plotted approx-
imately in Fig. 4.10.

Fig. 4.9 The complex-conjugate pole locations of a second-order 
stable transfer function with .Q 0.5>
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(c)
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Fig. 4.10 The step responses of a second-
order low-pass circuit for (a) , 
(b) , and (c) .
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4.2 Frequency Response of Elementary Transistor Circuits 165

4.2 FREQUENCY RESPONSE OF ELEMENTARY 
TRANSISTOR CIRCUITS
When analyzing electronic circuits containing transistors to determine their frequency response, a small-signal
analysis is implicitly assumed since only linearized systems can have a well defined frequency response. Given
this assumption, the procedure is the same one outlined at the very beginning of Chapter 3, except that the circuit’s
parasitic capacitances are included to capture the circuit’s high-frequency limitations.

4.2.1 High-Frequency MOS Small-Signal Model

The small-signal high-frequency model for MOS transistors takes the low-frequency model and adds parasitic
capacitances to model the charge-storage effects of MOS transistors. These effects were covered in detail in Chap-
ter 1, but the salient points are repeated here in sufficient detail to permit basic frequency analysis of MOS transis-
tor circuits.

A cross-sectional view of a MOS transistor showing the parasitic capacitances is shown in Fig. 4.11. The
high-frequency model for MOS transistors in the active region is shown in Fig. 4.12. The largest capacitance in
the model is the gate-source capacitance . For a transistor with width  and gate length , its value can be
estimated with the approximate formula

(4.110)

where  is the gate to source or drain overlap capacitance and  is the gate capacitance per unit area. The
capacitance  is primarily due to the overlap capacitance,

(4.111)

The other capacitances in the small-signal model are due to the depletion capacitances of reverse-biased junc-
tions. We have

(4.112)
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Fig. 4.11 A cross-section of an n-channel MOS transistor showing the small signal capacitances.
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166 Chapter 4 • Frequency Response of Electronic Circuits

where  is the area of the source junction,  is the effective perimeter of the source junction, and  and
 are the per-unit-area and per-unit-length capacitances formed underneath and around the side-walls of the

source junction region. The effective area used for the source junction in (4.112) has the channel area added (i.e.
) as the source junction and the channel are electrically connected with low impedance. The equation for the

drain-bulk capacitance is similar.

(4.113)

The effective drain junction does not include the area of the channel (i.e. ). Both  and  are inversely propor-
tional to . This accounts for the increase in depletion region thickness with increasing reverse bias on
the source and drain body junctions. Since  in active mode,  will be slightly less than .

4.2.2 Common-Source Amplifier

A common-source amplifier is shown in Fig. 4.13. It is here driven by a voltage source  with source resistance
, although this may of course be the Thevenin equivalent of a input current source having the same source

rdsgsvsgmvgs

Cgs

vgs

Csb

Cgd

Cdb

vdvg

vs′

Fig. 4.12 The high-frequency model for MOS transistors in the active region.
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Fig. 4.13 A common-source amplifier.
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4.2 Frequency Response of Elementary Transistor Circuits 167

resistance. It is assumed that the bias voltage of the input signal is such that both  and  are in the active
region. Based on this assumption, a small-signal equivalent circuit for high-frequency analysis of the common-
source amplifier of Fig. 4.13 is shown in Fig. 4.14. Here,  is the gate-to-source capacitance of  and 
is the gate-to-drain capacitance of . Note that it has been assumed that the output capacitance of the input signal
source can be ignored. The capacitance  is made up of the parallel connection of the drain-to-bulk capacitances
of  and , the gate-drain capacitance of , and the load capacitance .

(4.114)

Similarly,  is the parallel combination of  and , both small-signal resistances between the output node
and small-signal ground.

(4.115)

The frequency response of the small-signal circuit may be obtained by nodal analysis. To avoid making cir-
cuit equation errors, a consistent methodology should be maintained when writing nodal equations. Here, the first
term is always the node at which the currents are being summed. Multiplying this node voltage is the sum of all
admittances connected to the node. The next negative terms are the adjacent node voltages with each being
multiplied by the connecting admittance. The last terms are any current sources with a positive sign being used if
the current sources flow out of the node. Thus, the nodal equation at  is

(4.116)

where 5. Also, at the output node, we have

(4.117)

where we have used . From (4.117), we have

(4.118)

Substituting (4.118) into (4.116) gives

(4.119)

5. Whenever a variable is designated , it is implicitly assumed that it is an admittance and that , where  is the 
resistance of the same component.

Q1 Q2

Cgs1 Q1 Cgd1

Q1

C2

Q1 Q2 Q2 CL

C2 Cdb1 Cdb2 Cgd2 CL+ + +=

R2 rds1 rds2

R2 rds1||rds2=

v1

v1 Gs sCgs1 sCgd1+ +( ) vinGs voutsCgd1–– 0=

vin

Rs

Cgs1

Cgd1

gm1vgs1

vout

R2 C2

v1

+

-

vgs1

Fig. 4.14 A small-signal model for high-frequency analysis of the common-source amplifier.
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168 Chapter 4 • Frequency Response of Electronic Circuits

which implies

(4.120)

Continuing, we have

(4.121)

where

(4.122)

and

(4.123)

This result may seem surprisingly complex for a single-transistor circuit, but several important features are
revealed by careful consideration of (4.121) – (4.123).

The low frequency gain is obtained by substituting  into (4.121) and is, as expected,

(4.124)

Assuming the poles are real and widely separated with , the denominator can be expressed as

(4.125)

Equating the coefficients of (4.125) with those of the denominator of (4.121), we have

(4.126)

(4.127)

Substituting (4.123) and (4.126) into (4.127), we have

(4.128)

Finally, at high frequencies the zero can be important.

(4.129)

Intuitively, the zero is caused because at high frequencies  shorts the gate and drain of  together, providing
a direct path from the amplifier’s input to output. Hence, as frequency increases beyond , the circuit appears to
have one less node and one less pole. As a result the roll-off in magnitude response provided by the poles is stifled
and the slope of  increases by +20 dB/decade. Because the sign of  is negative, the zero is in the right
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4.2 Frequency Response of Elementary Transistor Circuits 169

half-plane and therefore causes phase lag rather than phase lead. This is important when compensating CMOS
opamps having common-source stages. 

Since , a dominant-pole approximation may be applied for frequencies ,

(4.130)

and the 3-dB bandwidth is approximately the dominant pole frequency.

(4.131)

For the special case where the load capacitance and therefore  is large, we have

(4.132)

(4.133)

Note that both  and  are proportional to the transistor’s transconductance
; having a large transconductance is important in minimizing the detrimental

effects of the second pole and the zero by pushing them to higher frequencies.
The high-frequency analysis of the common-source amplifier illustrates the

critical importance of utilizing approximations in analog circuits, both to expedite
analysis and to build intuition. The next two subsections present the two most
important approximations invoked for the high-frequency analysis of analog cir-
cuits, and apply them to the common-source amplifier.

4.2.3 Miller Theorem and Miller Effect

The most commonly presented method for analyzing common-source amplifiers to determine their  fre-
quency is based on the Miller theorem. This theorem states that the two circuits shown in Fig. 4.15 are equivalent
if  and  are chosen appropriately. Specifically, if

(4.134)

and

(4.135)

then the current through  is
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plexity of the analysis illus-
trates the importance of 
making approximations 
and simplifications in the 
high-frequency analysis of 
analog circuits.
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170 Chapter 4 • Frequency Response of Electronic Circuits

and the current through  is

Hence, in both circuits the currents leaving nodes  and  through the impedance branches are the same, so all
nodal equations are identical and analysis of the two circuits will produce the same results.

EXAMPLE 4.8

What is the input impedance of an ideal voltage amplifier with gain  and a capacitor  connecting the input
and output?

Solution
This is a straightforward application of Miller Theorem to the case where . Additional insight is gained
by recognizing that any capacitance  may be represented by two capacitors in series, as shown in Fig. 4.16.

Y2

I2 Y2 s( )V2=

Y s( ) 1 1
A
----+⎝ ⎠

⎛ ⎞ V2=

Y s( ) V2
1
A
----V2+⎝ ⎠

⎛ ⎞=

Y s( ) V2 V1–( )=

I–=

V1 V2

Y

A–

Y1

A–

Y2

V1 V2 AV1–=

V1 V2 AV1–=

I

I1 I2

(a)

(b)

Fig. 4.15 The Miller theorem states that circuit (a) and (b) are equivalent assuming  and  are 
chosen appropriately.
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(4.136)

(4.137)

This is true for any constant  since

When  is split into  and  as shown in Fig. 4.16, a new (fictitious) node is created at  whose poten-
tial is a simple voltage division between  and .

(4.138)

In this case,  is connected around an ideal voltage amplifier with gain , so . Substituting
this, along with (4.136) and (4.137) into (4.138) gives the interesting result,

Hence, choosing  and  as in (4.136) and (4.137) provides a perfect voltage-division ratio to ensure that the
node  remains at zero potential (i.e. ground) at all times. The equivalency is illustrated in Fig. 4.17. A similar pro-
cedure may be applied to any complex admittance , providing an alternate proof of the Miller Theorem.

Clearly, the input impedance  is the capacitance , a much larger value than the actual
capacitor  when the gain  is large. This amplification of  by the gain of an inverting amplifier is called the
Miller effect, and  is the Miller capacitor. 

Intuitively, the Miller effect may be understood as follows. When the voltage at the amplifier input changes
by , the voltage across the Miller capacitor changes by . Thus, whatever source is driving 
must deliver a charge  to the Miller capacitor—the same charge that would be required by a
grounded capacitor with the much larger value .
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The power of the Miller theorem is that it greatly simplifies the analysis
for the dominant pole of a circuit having a capacitor between the input and out-
put of an inverting high-gain amplifier, as we shall see. However, the Miller
theorem is not used when estimating the second pole of amplifiers. At frequen-
cies where capacitive loading at node , which is responsible for the second
pole, becomes appreciable, the gain between nodes  and  starts to
decrease. Hence,  may no longer be assumed constant and application of
the Miller theorem is difficult.

The Miller theorem can be used to simplify the analysis of the small-signal
circuit of Fig. 4.14. The simplified circuit is shown in Fig. 4.18. This simplifi-

cation is based on noting that the low-frequency gain between  and  is

(4.139)

The admittance  bridging  and  is . Therefore, we have

(4.140)

Key Point:  When a capacitor 
connects the input and output 
of a high-gain inverting ampli-
fier, it appears much larger at 
the input than it really is. This 
Miller effect is often responsi-
ble for the dominant pole of 
such amplifiers and, hence, is 
useful for obtaining a quick 
estimate of bandwidth.
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Fig. 4.17 The application of the Miller theorem to a capacitance across an ideal voltage amplifier 
results in a large effective input capacitance.
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Fig. 4.18 A simplified small-signal model for the common-source amplifier applying the 
Miller theorem.
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and

(4.141)

It is now evident that the transfer function from  to  has a low-frequency pole which certainly dominates over
any others because of the large capacitance there.

(4.142)

where

(4.143)

The estimate for the –3dB frequency of the circuit is then given by

(4.144)

This is in agreement with the result obtained by nodal analysis in (4.131) except that terms related to the output
node, , are here ignored. Because the size of  is effectively multiplied by one plus the gain of
the amplifier, the importance of having  small is obvious.

As a final note regarding the Miller theorem, this technique of realizing a large grounded capacitor by placing
a smaller capacitor between the input and output of a high-gain inverting amplifier may be used to effectively real-
ize large grounded on-chip capacitors.

4.2.4 Zero-Value Time-Constant Analysis

The most common and powerful technique for the high-frequency analysis of complex circuits is the zero-value
time-constant analysis technique [Gray, 2009]. It is very powerful in estimating a circuit’s bandwidth with mini-
mal complication and also in determining which nodes are most important and need to have their associated time-
constants minimized. Generally, the approach is to calculate a time-constant for each capacitor in the circuit by
assuming all other capacitors are zero, then sum all the time constants to provide a single overall time constant.
Beginning with the small-signal equivalent circuit, the procedure is as follows.

a. Set all independent sources to zero. That is, make all voltage sources into
short circuits and all current sources into open circuits.

b. For each capacitor  in turn, with all other capacitors taken to be zero (mak-
ing them open circuits), find a corresponding time-constant. To do this, replace
the capacitor in question with a voltage source, and then calculate the resis-
tance “seen by that capacitor,” , by taking the ratio of the voltage source to
the current flowing from it. Note that in this analysis step, there are no capaci-
tors in the circuit. The corresponding time-constant is then simply the capacitor
multiplied by the resistance it sees: .

Y2 s( ) sCgd1 1 1
A
----+⎝ ⎠

⎛ ⎞ sCgd1 1 1
gm1R2

---------------+⎝ ⎠
⎛ ⎞= =

vin v1

v1

vin

------ s( ) 1

1 s
ωp1

--------+

-----------------≅

ωp1
1

Rs Cgs1 Cgd1 1 gm1R2+( )+[ ]
--------------------------------------------------------------------=

ω 3dB– ωp1≅ 1
Rs Cgs1 Cgd1 1 gm1R2+( )+[ ]
--------------------------------------------------------------------=

R2 Cgd1 C2+( ) Cgd1

Cgd1

Key Point:  The method 
of zero-value time-
constants estimates the 
dominant pole and, hence, 
bandwidth of 
complex circuits by 
analyzing several simpler 
circuits at dc.

Ck

Rk

τk RkCk=

c04.fm  Page 173  Sunday, October 23, 2011  6:03 PM



174 Chapter 4 • Frequency Response of Electronic Circuits

c. The –3dB frequency for the complete circuit is approximated by one over the sum of the individual capacitor 
time-constants.6

(4.145)

This procedure is best understood by way of example.

EXAMPLE 4.9

Perform a zero-value time-constant analysis on the common-source amplifier.

Solution
Begin with the small-signal equivalent circuit in Fig. 4.14. Set . There are three capacitances in the circuit:

, , and . We shall consider each in turn.
To compute the time-constant for , set  and  making them open circuits. Then replace
 with a test voltage source, . The resulting small-signal circuit, shown in Fig. 4.19(a), must then be ana-

lyzed to find . The analysis is trivial, yielding  and the first time constant,
(4.146)

For the capacitor , open-circuit both  and  and apply a test voltage  at the output resulting in
the small-signal circuit in Fig. 4.19(b). Note that there is no current in  so that  and . The
result follows straightforwardly:

(4.147)
The analysis for  is slightly more involved. The circuit of Fig. 4.19(c) can be redrawn as shown there. In

this transformation, the reference or “ground” node was changed. (Which node is called “ground” is arbitrary in
an analysis.) Also, the direction and sign of the voltage-controlled current-source were changed. The perceptive
reader might notice that the resulting circuit is essentially the same as that used previously to find the output resis-
tance of a source-degenerated current-source. We have

(4.148)
A nodal equation at  gives

(4.149)
Substituting (4.148) into (4.149) and solving for  gives

(4.150)

Hence, the final time constant is
. (4.151)

Taking the –3dB frequency as the inverse of the sum of the time constants results in,

(4.152)

6. This procedure exactly calculates the coefficient of the “s” term in the denominator,  in (4.3). The approximation is in assuming 
that higher-order terms in the denominator and any zeros can be ignored around the –3dB frequency so that the denominator is approx-
imately  and the –3dB frequency is approximately .

b1

1 b1s+( ) 1 b1⁄

ω 3dB–
1

τk∑
-----------≅ 1

RkCk∑
--------------------=

vin 0=
Cgs1 C2 Cgd1

Cgs1 C2 0= Cgd1 0=
Cgs1 v1

R1 v1 i1⁄= R1 Rs=

τ1 RsCgs1=

C2 Cgs1 Cgd1 v2

Rs vgs1 0= gm1vgs1 0=

τ2 R2C2=

Cgd1

vy i3Rs=

v3

v3G2 vyG2 gm1vy i3––– 0=

v3 i3⁄

R3
v3

i3

----≡ Rs 1 gm1R2+( ) R2+=

τ3 Rs 1 gm1R2+( ) R2+[ ]Cgd1=

ω 3dB–
1

RsCgs1 R2C2 Rs 1 gm1R2+( ) R2+[ ]Cgd1+ +
-----------------------------------------------------------------------------------------------------------≅

1
Rs Cgs1 Cgd1 1 gm1R2+( )+[ ] R2 C2 Cgd1+[ ]+
--------------------------------------------------------------------------------------------------------------=
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The bandwidth estimate in (4.152) is exactly the same as (4.131), which was obtained by performing a nodal
analysis of the complete circuit and then applying a dominant-pole approximation.7

7. This equality is not surprising since (4.131) is predicated on the exact same assumptions that are the basis of the zero-value time-con-
stant method. That is, that the transfer function zeros are negligible and a linear approximation may be made for the denominator: 

.

Fig. 4.19 Analysis of a common-source amplifier by the method of zero-value time constants. The 
complete small-signal schematic appears in Fig. 4.14. (a) The simplified small-signal schematic for 
determining the zero-value time-constant of . (b) Simplified small-signal schematic for determin-
ing the zero-value time-constant of . (c) Two equivalent small-signal schematics for determining 
the zero-value time-constant of .

Rs

gm1vgs1 R2v1

i1(a)

Cgs1

Rs

R2 v2

i2vgs1 0=
0 gm1vgs1

0=
(b)

C2

Cgd1

Rs

v3 i3vg1

gm1vg1 R2
v3

i3

gm1vy

Rs

R2

vy

(c)

1 b1s … bnsn+ + + 1 b1s+≅
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If the load capacitance is very large, the time constant at the output, , dominates and (4.152) reduces to

(4.153)

However, often in analog integrated circuits, the first term in the denominator of (4.152) dominates, yielding
the same expression obtained by applying the Miller Theorem and neglecting the output node:

(4.154)

where  is the magnitude of the low-frequency gain.

EXAMPLE 4.10

Assume all transistors have  in Fig. 4.13, and use the transistor parameters listed in
Table 1.5 for the 0.8-μm CMOS technology in Table 1.5. Also assume that , ,

, , , , , and . Estimate the –
3dB frequency of the common-source amplifier of Fig. 4.13.

Solution
We have

(4.155)

and

(4.156)

The terms involving , namely , are equal to 0.26μs. The terms involving , namely
 are equal to 0.03μs. The -3dB frequency (in hertz) is approximately.

(4.157)

4.2.5 Common-Source Design Examples

When parasitic MOS capacitances limit the high-frequency response of an amplifier, its bandwidth can be
improved by sizing the offending transistor(s) as small as possible. For a fixed current, this implies that the device
will exhibit a relatively high value of . However, operation under very high values of  is generally avoided
since it requires higher dc voltage drops to appear across the transistors to keep them in active mode, and also
causes mobility degradation which can decrease amplifier gain.

τ2

ω 3dB–
1

R2C2

------------≅

ω 3dB–
1

Rs Cgs1 Cgd1 1 A+( )+[ ]
---------------------------------------------------------≅

A gm1R2=

W L⁄ 100μm 1.6μm⁄=
Ibias 100μA= Rs 180kΩ=

CL 0.3pF= Cgs1 0.2pF= Cgd1 0.015pF= Cdb1 20fF= Cgd2 22fF= Cdb2 36fF=

R2 rds1 rds2|| 77kΩ= =

C2 CL Cdb1 Cdb2 Cgd2+ + + 0.38pF= =

Rs Rs Cgs1 Cgd1 1 A+( )+[ ] R2

R2 Cgd1 C2+( )

f 3dB–
1

2π
------ 1

Rin Cgs1 Cgd1 1 gm1R2+( )+[ ] R2 Cgd1 C2+( )+
---------------------------------------------------------------------------------------------------------------≅

550 kHz=

Veff Veff
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EXAMPLE 4.11

We are to design the common source amplifier in Fig. 4.13 to provide a gain of 20 while driving a capacitive load
of  with maximal bandwidth. The transistor parameters are those listed in Table 1.5 for the 0.18-μm
CMOS technology. The input source resistance is  and the supply voltage is . The ideal current
source  sinks 50 μA and the total power consumption is to be less than 1 mW.

Solution
An approximate expression for the bandwidth  is given in (4.152). In this exam-
ple, the load capacitance is modest and the source resistance high, so the Miller effect
is likely to be the major limitation in the amplifier’s bandwidth. To maximize 
we wish to minimize the Miller capacitance  which requires us to use a
small device width, . As we saw in Chapter 1, this implies relatively large values
of . However, to avoid mobility degradation (which would make it difficult to obtain the targeted gain), we
restrict ourselves to a maximum effective gate-source voltage of

If we ensure that , then  so that  in (4.124). Hence, the dc gain  is
approximately equal to the intrinsic gain of ,

(4.158)

where we have made a coarse approximation in assuming . Substituting the value
 from Table 1.5 along with  and  into (4.158) allows us to solve

for the device length.

Note that increasing the drain current while maintaining  will increase  and reduce 
roughly in proportion resulting in approximately the same gain but a smaller  in the denominator of  in
(4.152). Hence, bandwidth is maximized by using all of the available current. In this case, for a total power con-
sumption of 1 mW and reserving  of current for the biasing transistor ,

From the desired drain current, gate length, and  we may compute the required gate width

CL 100 fF=
Rs 40 kΩ= 1.8 V

Ibias

SPICE! Try sim-
ulating this 
design using the 
provided netlist.

ω 3dB–

ω 3dB–

Cgd1 Cov1=
W1

Veff 1,

Veff 1,
1

2θ
------ 1

2 1.7 V 1–⋅
------------------------- 300 mV≅= =

L1 L2« rds2 rds1» R2 rds1≅ A0 gm1rds1–≅
Q1

A0 gm1rds1–≅ 2ID1

Veff 1,

------------–
1

λID1

----------⋅ 2L1

λL1Veff 1,

---------------------–= =

rds1 1 λID-sat⁄ 1 λID⁄≅=
λL1 0.08 μm/V= Veff 1, 300 mV= A0 20=

L1 A0 λL1Veff 1, 20 2⁄( ) 0.08 μm/V⋅ 0.3 V⋅ 0.24 μm= = =

Veff 1, 300 mV= gm1 rds1

R2 ω 3dB–

Ibias 50 μA= Q3

ID1
1 mW
1.8 V
--------------- 50 μA– 500 μA≅=

Veff 1,

ID1
1
2
---μnCox

W1

L1

-------Veff 1,
2=

W1⇒ 2ID1L1

μnCoxVeff 1,
2

-------------------------- 2 500 μA⋅ 0.24 μm⋅

270 μA/V2 0.3 V( )2
---------------------------------------------------- 10 μm≅= =
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To ensure , we take . Since they have the same drain currents, the width of  may
be conveniently taken 3 times that of , although this is not critical.

Finally,  is sized to provide the desired current ratio in the current mirror formed with .

When the Miller effect is dominant, as in Example 4.11, the amplifier bandwidth is maximized by taking a
small device width and high  for common-source transistor . However, large device widths and small val-
ues of  are preferable when a large load capacitance causes the output time constant to dominate.

EXAMPLE 4.12

We wish to design the common source amplifier in Fig. 4.13 with minimal power consumption while providing a
3-dB bandwidth of 5 MHz and a gain of at least 20 using the transistor parameters listed in Table 1.5 for the 0.18-
μm CMOS technology with  and . The ideal current source  is 50 μA.

Solution
In this case, the load capacitance is large and the source resistance lower than in Example 4.11. The out-
put time constant will dominate.

(4.159)

Substituting the fixed  into (4.159) yields,

Note that . To minimize  and, hence, power consumption we require large  and
 which in turn demands small  and . Therefore, we use the minimum possible in this CMOS process. 

Using the values for  from Table 1.5,

From this, the required drain current is found.

The result has been rounded to the nearest integer multiple of the bias current, 50 μA, in order to simplify the cur-
rent mirror design. To meet the gain requirement,

L2 L1» L2 3L1 0.72 μm= = Q2

Q1

W2 3 10 μm⋅ 30 μm= =

Q3 Q2

L3 L2 0.72 μm= =

W3 W2
50 μA
500 μA
-------------------⎝ ⎠

⎛ ⎞⋅ 3 μm= =

Veff Q1

Veff

CL 10 pF= Rs 1 kΩ= Ibias

ω 3dB– 1 rds 1, rds 2,( )CL⁄≅ 2π 5 106 rad/sec⋅⋅=

CL 10 pF=

rds 1, rds 2,( ) 3.2 kΩ=

rds 1, rds 2,( ) 1 ID λ1 λ2+( )⁄= ID λ1

λ2 L1 L2

L1 L2 0.18 μm= =

λL

λ1 λ2 0.08 μm/V( ) 0.18 μm⁄ 0.44 V 1–= = =

ID
1

rds λ⋅
------------- 350 μA≅=

A0 gm1 rds 1, rds 2,( )≅
2ID

Veff 1,

------------ 1
λ1 λ2+( )ID

--------------------------⋅ 2
Veff 1,

------------ 1
λ1 λ2+( )

---------------------⋅ 20>= =

Veff 1,⇒ 2
20 0.44 V 1– 0.44 V 1–+( )
----------------------------------------------------------< 114 mV=
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For some margin, we take  and the resulting transistor width is

The width of  may be chosen the same,  and the size of  chosen to provide the correct current
ratio in the current mirror formed by  and :

Note that the gain of the amplifier in Example 4.12 is maximized by increasing  to operate  near subthreshold.

4.2.6 Common-Gate Amplifier

The frequency response of the common-gate stage is usually superior to that of the common-source stage for two rea-
sons. First, there is no Miller Capacitance coupling from the input node to the high-gain output node. Second, assum-
ing  is not considerably larger than , the common-gate stage exhibits a low input resistance at the source node.
The small-signal circuit of a common-gate amplifier being driven by a small signal Norton-equivalent input current
source, , is shown in Fig. 4.20. All parasitic capacitances between the drain and small-signal ground have been com-
bined into  and the body-effect may be included by an additional transconductane  in parallel with . We will
use the technique of zero-value time-constant analysis to estimate the bandwidth of this amplifier.

First we will estimate the time-constant associated with  by analysis of the circuit in Fig. 4.21 where the
input source and all other capacitances have been set equal to zero. The capacitor  is connected between the
source and small-signal ground and may, therefore, include . The small-signal resistance seen by it is simply
the resistance seen at the source, . The input resistance of the common-gate amplifier was previously
shown to be

Veff 1, 100 mV=

W1
2ID1L1

μnCoxVeff 1,
2

-------------------------- 2 355 μA⋅ 0.18 μm⋅

270 μA/V2 0.1 V( )2
---------------------------------------------------- 47μm≅= =

Q2 W2 47 μm= Q3

Q2 Q3

W3 L3⁄( )
W2 L2⁄( )

--------------------- 50 μA
350 μA
-------------------=

L3⇒ 0.18 μm   and   W3 6.7 μm= =

W1 Q1

RL rds

Iin

Fig. 4.20 The high-frequency small-signal model for a common-gate amplifier.

Rs

vout

Cgs
vgs gmvgs rds

C2 Cdb CL Cgd+ +=

RL

vs

Iin

rin

rd1

C2 gs gm

Cgs

Cgs

Csb

R1 rin ||Rs=
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(4.160)

Under the assumption that  is not too much bigger than , we have

(4.161)

Thus, the time-constant associated with  is

(4.162)

This assumes , but in the event this assumption is not justified, the time constant would be smaller and
therefore less important.

Consider next the resistance seen-by  with all other capacitances set to zero. Once again this capacitor is
grounded. The resistance seen by it is

(4.163)

where  is the resistance looking into the drain with source-degeneration resistor  in place. From our previous
analysis of the output impedance of a source-degenerated current source at low frequencies, we know this resis-
tance is given by

(4.164)

Often, this impedance will be much greater than  in which case  and

(4.165)

rin
1

gm

------ 1 RL

rds

------+⎝ ⎠
⎛ ⎞≅

RL rds

R1 rin||Rs
1

gm

------||Rs
1

gm

------≅≅=

Fig. 4.21 A simplified small-signal model for computing the time-constant of .

Rs

gmvs rds
RL

vsrin

v1

i1
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Cgs

Cgs

τ1 rin Rs||( )Cgs
Cgs

gm

--------≅=

rin Rs«

C2

R2 RL rd1||=

rd1 RS

rd1 rds 1 gmRs+( )=

RL R2 RL≅

τ2 RL rd1||( )C2 RLC2≅=
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The  frequency will be approximately given by . Note the
absence of any time constants having capacitive terms effectively multiplied
by the low-frequency gain of the amplifier unlike the common-source stage.
Whereas in the common-source amplifier  appears between two nodes
related by a large negative gain, in the common-gate amplifier  is
grounded so there is no Miller effect. This results in significantly superior
high-frequency operation.

In the next section we will see that by combining a common-gate stage
with a common-source stage, even further improvements are achieved. This
combination mitigates the Miller effect, like the common-gate stage, but has
the high input impedance of the common-source stage.

4.3 CASCODE GAIN STAGE
We next consider the frequency response of the cascode amplifiers shown in Fig. 4.22. Comparing the telescopic
cascode of Fig. 4.22(a) and the folded cascode of Fig. 4.22(b), we see that the folded-cascode amplifier suffers
from smaller carrier mobility in the common gate transistor . This results in a lower transconductance, gm2, a
larger time-constant associated with , as seen in (4.162), and generally lower bandwidth.

Recall that a major reason for the popularity of cascode stages is that they can have quite large gain for a
single stage due to the large impedances at the output. Normally this high gain is obtained without any degrada-
tion in speed, or sometimes with an improvement in speed. If, on the other hand, the current source at the output
node has a modest or low output resistance (typical when they are realized with just a simple resistor) the cas-
code stage can provide improved bandwidth without any degradation in gain, or sometimes a small improve-
ment in gain.

Key Point:  All small-signal 
capacitances in the common-
gate amplifier are (small-signal) 
grounded. Hence there is no 
Miller effect and it can provide 
high-frequency performance 
superior to that of the common-
source amplifier, although with 
much lower input resistance.

3dB– 1 τ1 τ2+( )⁄

Cgd

Cgd

Fig. 4.22 (a) A telescopic cascode amplifier and (b) a folded-cascode amplifier.

Vin

Vbias

Vout
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Ibias Ibias1

Ibias2
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Q2 Q1

Q2
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The exact high-frequency analysis of a cascode gain stage is usually left to
simulation on a computer, however an approximate analysis based on zero-
value time-constants is not too complicated. As before, in the zero-value time-
constant analysis all independent sources are set to zero (i.e. here,  is set to 0
volts) and each capacitor is considered in turn with all other capacitors set to
zero. The corresponding time-constants are found and labeled . Then the

3dB frequency, , is estimated to be one over the sum of all the time-
constants. This technique gives some insight into the relative importance of
each capacitor in determining the overall –3dB frequency. 

The small-signal model being analyzed is shown in Fig. 4.23 where the
total capacitance at the output node, , is the parallel combination of

, the load capacitance , and the output capacitance of the bias
current source, .

(4.166)

All capacitances at the source of  are combined into

(4.167)

The resistance seen by  is the amplifier’s output resistance, . Hence, the output time-constant is

(4.168)

The resistance seen by  is  and the corresponding time-constant is simply

(4.169)

The resistance seen by  is the parallel combination of  defined in (3.51) and .

(4.170)

Hence, its time constant is

(4.171)

Key Point:  The cascode gain 
stage uses a common-gate 
transistor Q2 to reduce the 
VDS variations on a common-
source transistor Q1. The 
result is high output resistance 
providing potentially high gain, 
a reduced Miller effect, and 
reduced short-channel effects. 
However, the available output 
voltage swing is reduced.

vin

τk

– ω 3dB–

Fig. 4.23 The small-signal model of the cascode gain stage.
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Cout Cgd2 Cdb2 CL Cbias+ + +=
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Cout Rout
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The calculation of the time-constant corresponding to  is more involved, but identical to that performed
for  in the common-source amplifier in Example 4.10. The result is given by (4.151) where  is the total
resistance at the drain of , in this case given by .

(4.172)

The approximation in (4.172) assumes . Since the low-frequency gain from  to  is
, you may recognize this time constant as a manifestation of the Miller effect. Notice that  is

multiplied by one minus the low-frequency gain between the two nodes it bridges, as illustrated in Fig. 4.24. If 
is large, say on the order of a transistor output impedance , and  has an output impedance on the order of

, then this time-constant is approximately given by

(4.173)

which is almost as large as the corresponding time-constant for a common-source amplifier—a fact not well
known.

The sum of the time-constants is then given by

(4.174)

The -3 dB frequency is estimated to be one over this time-constant (i.e. ).

EXAMPLE 4.13

Estimate the –3dB frequency of the cascode amplifier of Fig. 4.22(a). Assume that the current source  has a
high output impedance, on the order of . Further assume that for all transistors, ,

Cgd1

Cgd1 R2

Q1 rin2||rds1

τgd1 Rs 1 gm1 rin2||rds1( )+[ ] rin2||rds1( )+{ }Cgd1=

Rs 1 gm1 rin2||rds1( )+[ ]Cgd1≅

gm1Rs 1» vg1 vs2

gm1 rin2||rds1( )– Cgd1

Fig. 4.24 The Miller effect for the calculation of the zero-value time-constant  in a cascode 
amplifier.
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gmrds
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τgd1 Cgd1
gmrds

2

2
-------------≈

τtotal τout τ+ gs1 τs2 τgd1+ +=

gm2rds1rds2||RL( )Cout C+ gs1Rs +≈

rin2||rds1( )Cs2 Rs 1 gm1 rin2||rds1( )+[ ]Cgd1+ +

ω 3dB– 1 τtotal⁄=

Ibias
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2≈ gm 1 mA/V=
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, , , , and . The other component values are
, , and .

Solution
The time-constants associated with each capacitor are evaluated and summed to form the bandwidth estimate.
First note that

(4.175)

It was shown in Section 3.7 that when  has high output resistance, . Hence, we have

(4.176)

An estimate of the –3dB bandwidth is obtained by taking the inverse of the sum of all time constants in
(4.176),

(4.177)

When used to provide a large low-frequency gain, the cascode amplifier must be biased by a high-quality
current source,  whose output resistance is on the order of . In that case, the overall gain is

(4.178)

and the output resistance is

(4.179)

When designed for large output resistance like this, and especially when there is a large load capacitance ,
the output time constant  expressed in (4.168) will generally dominate over all others. We can substitute

 into (4.168) to obtain a rough estimate of this time constant,

(4.180)

and the –3dB frequency is approximately equal to its inverse,

(4.181)
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ω 3dB–
1

τgs1 τgd1 τs2 τout+ + +
---------------------------------------------------≅ 2π 6.3 kHz×=
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EXAMPLE 4.14

Reconsider Example 4.13, but this time neglect all time constants other than the output time constant.

Solution
Using (4.181) to obtain a bandwidth estimate yields an almost identical result to that obtained in (4.177) consider-
ing all time-constants.

(4.182)

This is not surprising since the large load capacitance  ensures that the time-constant at the output
node dominates. Looking at (4.176), the second most important time-constant is  whose value is almost 3
orders of magnitude smaller than . Hence, its effect on the O3dB frequency is negligible.

When one pole dominates, as in Example 4.14, we can reasonably model the amplifier frequency response
over a wide frequency range using a dominant pole approximation,

(4.183)

When the cascode amplifier is part of a feedback loop, we shall see that the frequency band of operation is primar-
ily at frequencies substantially larger than . In this range, the  term will dominate in the denomi-
nator and using (4.178) and (4.181), the frequency response is approximated by

(4.184)

The approximations of (4.181) and (4.184) are quite good unless either the source impedance or source capaci-
tance is very large.

The dominant pole estimated in (4.181) is due to the parallel combination of the load capacitance, , and
large output resistance, . A more accurate analysis would reveal two other poles:

•  due to the parallel combination of  and total capacitance at , which includes a Miller capacitance
•  due to the parallel combination of  and the impedance at 

Both depend, in no small measure, on the admittance looking up into the source of of , , depicted in
Fig. 4.25. This admittance can be found by making use of (3.51) where  is replaced by . Such a
substitution results in

(4.185)
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186 Chapter 4 • Frequency Response of Electronic Circuits

At frequencies where , the terms in  dominate and . Intuitively, this is because at such
frequencies the load capacitor effectively shorts the output to ground, and we therefore see only a small-signal
resistance  looking into the source of , as illustrated in Fig. 4.25.

Since the high-frequency impedance at the node  has been reduced to , the gain from  to  at
these frequencies is roughly just . Hence, the effective Miller capacitance at the input is only ,
resulting in an input pole of

(4.186)

The approximate frequency of the pole due to the parallel combination of  and the impedance at  is then
simply given by

(4.187)

When the source resistance, , is small (for example, when the cascode stage is driven by an opamp circuit),
 and the second pole of a cascode amplifier is approximately given by (4.187).

It is very easy to derive a upper bound on . From (4.167) we see that

(4.188)

For a folded-cascode amplifier with PMOS ,

(4.189)

For the NMOS telescopic-cascode amplifier replace  for  in (4.189). Substituting (4.188) and (4.189) into
(4.187) gives the approximate frequency of the second pole.

(4.190)

ω 1 rdsCL( )⁄» s Yin2 gm2≅

1 gm2⁄ Q2

Q1

Yin2 gm2≈

vs2

vg1

Q2

RL

CL ω 1 rdsCL⁄»( )

Cs2

Fig. 4.25 A large load capacitance leads to a reduced impedance (increased admittance) look-
ing into the source of . This, in turn, ameliorates the Miller effect at the input, and increases the 
frequency of the pole due to .
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4.4 Source-Follower Amplifier 187

When enclosed in a feedback loop, we shall see that stability demands the unity
gain frequency of an amplifier be restricted to less than the frequency of its second
pole. Equation (4.190) shows that for cascode amplifiers with a dominant output
pole, the second pole frequency is relatively independent of that actual design once

 is chosen which is usually determined by maximum voltage swing require-
ments. Hence, this equation is an upper-limit on the unity-gain frequency of any
feedback amplifier that uses a cascode gain stage. Note the very strong dependance
on the channel length, . Finally, you may recognize (4.190) as nothing more than
the intrinsic speed (unity-gain frequency) of the cascode-transistor, .

(4.191)

EXAMPLE 4.15

Estimate the upper-bound on the frequency of the second-pole of a folded-cascode amplifier with a large load
capacitance for a  technology where a typical value of  is chosen for .

Solution
Normally, a minimum length of a cascode transistor in an analog circuit might be 25% to 50% larger than the min-
imum length of transistors used in digital circuits. Therefore, assuming , and using

 and  in (4.190) gives

In most practical opamp designs, the unity-gain frequency of a typical design might be limited to around one-
quarter the frequency of the upper-bound established by (4.190) due to the uncertainty and temperature depen-
dence of the variables there, or in this case around 1.5 GHz. For a NMOS telescopic-cascode amplifier, the upper-
bound would be 2-4 times higher due to the higher mobility of electrons compared to holes. 

4.4 SOURCE-FOLLOWER AMPLIFIER
The high-frequency analysis of source-follower amplifiers is somewhat involved. It will be shown that these types
of amplifiers can have complex poles and thus a designer should be careful that the circuit does not exhibit too
much overshoot and ringing. Also shown is a compensation circuit that will result in only real axis poles and
therefore no overshoot and ringing.

We shall find the frequency response of the source follower for the common situation in integrated circuits
where the source may be modeled by its Norton equivalent circuit and the load is purely capacitive as shown in
Fig. 4.26. The small-signal model for this circuit, including the parasitic capacitances, is shown in Fig. 4.27.

Key Point:  The unity-gain 
frequency of any feedback 
amplifier that uses a cas-
code gain stage with a 
dominant output pole is 
limited by the unity-gain 
frequency of the cascode 
transistor, .Q2

Veff2

L2

Q2

ωs2 2πfT 2,<

0.18μm 0.25V Veff 2

L2 1.5 0.18μm⋅ 0.27μm= =
μp 0.0082 m2/Vs= Veff2 0.25V=

ωp2 42.2 9×10 rad< 2π 6.7GHz⋅=

Iin Rin

CL

Vout

Ibias

Cin

Fig. 4.26 The configuration used to 
analyze the frequency response of 
the source follower.
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188 Chapter 4 • Frequency Response of Electronic Circuits

Capacitor  includes both the load capacitor, , and the parasitic capacitor . Similar to what was done at
low-frequencies, , , and the voltage-controlled current source modelling the body-effect current-source can
be modelled by a single resistor. This allows us to analyze the simplified small-signal model shown in Fig. 4.28
where again  and the input capacitance is given by .

Nodal analysis is possible, but it is very complicated for this example. The analysis will proceed in three
steps. First, the gain from  to  will be found. Next, the admittance, , looking into the gate of , but not
taking into account , will be found. This will be used to find the gain from  to . Finally, the overall gain
from  to  will be found and the results interpreted.

The nodal equation at  is

(4.192)

Solving for , we have

(4.193)

Fig. 4.27 An equivalent small-signal model for the source-follower.
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Fig. 4.28 A simplified equivalent small-signal model for the source-follower.
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4.4 Source-Follower Amplifier 189

The next step is to calculate the admittance, , looking into the gate of , but not taking into account the current
going into . The input current is given by

(4.194)

Using (4.193) to eliminate  in (4.194) and solving for , we have

(4.195)

Also, an equation can be written relating the input current, , to the gate voltage, , as

(4.196)

Substituting (4.195) into (4.196) and rearranging gives

(4.197)

where

(4.198)

Using (4.193) and (4.197), we then have

(4.199)

Thus, we see that the transfer-function is second-order. Specifically, it has two poles (roots of the denominator)
which may be either real or complex-conjugate. If they are complex-conjugate, then the step response of the cir-
cuit will exhibit over-shoot and possibly ringing, as described in Section 4.1.5. This potential problem is a disad-
vantage when using source-followers.

To determine if the transfer function will exhibit ringing, (4.199) can be written in the form

(4.200)

where  and  can be found by equating the coefficients of (4.200) to the coefficients of (4.199). As in Section 4.1.3,
parameter  is the resonant frequency and parameter  is the Q-factor. It is well known that if ,
then the magnitude of the transfer-function will have its maximum at dc and there will be no peaking (assuming the zero
is at a very-high frequency and therefore has negligible effect). Furthermore, for , the –3dB frequency is
equal to . When the time-domain response is investigated, restrictions on the Q-factor can also be found to guarantee
no overshoot for a step input. Specifically, for there to be no overshoot in the step-response, it is necessary that both
poles be real which is equivalent to the requirement that . In the case where , the percentage overshoot
of the output voltage can be shown to be given by

(4.201)
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190 Chapter 4 • Frequency Response of Electronic Circuits

For the source-follower, equating the coefficients of (4.200) to the coefficients of (4.199) and solving for  and
 results in

(4.202)

(4.203)

If  is less than 0.5, the poles will be real and distinct. Although this  equation is rather complex, it is interest-
ing to note that if  and/or  becomes large (i.e. a large load and/or input capacitor), then  becomes small
and there will be no overshoot (though the circuit will be slow). For example, one possibility is that the load is
purely capacitive and very large so that  and . In this case, it may be shown
that  and, from (4.72), we have a dominant pole at

(4.204)

Hence, the bandwidth is determined mainly by the zero-value time constant corresponding to the load capacitance .
If  is greater than 0.5, the poles will be complex-conjugate and the circuit will exhibit overshoot. For exam-

ple, when  and  become small8 then the circuit will have a large  (i.e., large ringing) when  becomes
small and . Fortunately, the parasitic capacitances and output impedances in practical microcircuits typi-
cally result in only moderate overshoot for worst-case conditions.

Finally, note also that the numerator zero of the transfer-function is on the negative real-axis at a frequency
given by

(4.205)

and is typically at a much higher frequency than .

EXAMPLE 4.16

Using the parameters in Example 3.4, and also assuming , , and , find ,
 and the frequency of the zero for the source-follower of Fig. 4.26.

Solution
From Example 3.4 we know , , , and . More-
over, we can estimate the parasitics as follows:

(4.206)

8.  becomes small when the transistor’s source is connected to its body terminal which eliminates the body effect.
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(4.207)

(4.208)

Thus, we have

(4.209)

(4.210)

(4.211)

and so we can find  as

(4.212)

(4.213)

This results in an overshoot for a step input given by

(4.214)

The zero frequency is found using (4.205) to be  and thus it can almost certainly be ignored.

When complex conjugate poles occur, they can be eliminated by adding a compensation network. To see this,
note that (4.195) can be rewritten as

(4.215)
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(4.216)
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192 Chapter 4 • Frequency Response of Electronic Circuits

and the approximation is due to the fact that typically  and
. This is the same admittance as the circuit shown in

Fig. 4.29. Thus, the input admittance is same as a capacitor in paral-
lel with a series combination of a negative capacitor and a negative
resistor. If a third network consisting of a capacitor of size  and a
resistor of size , in series, was connected to the gate of the source-
follower as shown in Fig. 4.30, then the negative elements would be
cancelled. The resulting input admittance would then simply be  as
given in (4.216). In this case (4.197) becomes

(4.217)

and (4.199) becomes

(4.218)

where

(4.219)

Key Point:  Source follower circuits can 
exhibit large amounts of overshoot and 
ringing under certain conditions. When 
designing source-followers, the recom-
mended procedure is to check to see if the 
poles are complex using either (4.203) or 
a SPICE transient analysis to look for 
overshoot. When the poles are complex, 
then increase the load and/or input capac-
itor or, alternatively, add the compensat-
ing network shown in Fig. 4.30.
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Fig. 4.30 Adding a compensation network (  and ) to compensate for the negative 
components of the admittance looking into the gate of the source-follower.
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4.5 Differential Pair 193

(4.220)

The approximation is accurate when . Irrespective of the approximation, the poles are now guaranteed
real and no overshoot will occur.

EXAMPLE 4.17

Using the same parameters as in Example 4.16, find the compensation network and the resulting first and second
poles of the source follower of Fig. 4.26.

Solution
Using (4.216), we have

(4.221)

and

(4.222)

The capacitor is a small but reasonable value to be realized on chip. The resistor could be realized by a MOS
transistor biased in the triode (i.e., linear) region. Assuming the compensation network is used, the poles of the
transfer function would then become

(4.223)

and

(4.224)

Finally, it should be mentioned here that if the source-follower buffer is intended to be used in an opamp (and
thus feedback will be placed around the buffer), and if the resonant frequency of the source-follower is substan-
tially greater than the unity-gain frequency of the amplifier, then the overshoot can be tolerated and no compensa-
tion network is necessary.

4.5 DIFFERENTIAL PAIR
4.5.1 High-Frequency T Model

Similar to low-frequency analysis, there exists a T model for high-frequency modelling that sometimes results in
simpler analyses and greater insight, especially when the gain is not large. Consider the small-signal T model for a
MOSFET shown in Fig. 4.31. The T model significantly simplifies the analysis of differential-pair-based amplifi-
ers especially when the transistor output resistors can be ignored.
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194 Chapter 4 • Frequency Response of Electronic Circuits

4.5.2 Symmetric Differential Amplifier

A symmetric differential amplifier with resistive loads is shown in Fig. 4.32. A small-signal model of this ampli-
fier using the T-model is shown in Fig. 4.33. Here we have ignored both the transistor drain-source resistances in
order to simplify the circuit.

Assuming that the transistors are matched, then the circuit is perfectly sym-
metric. If one also assumes that , then based on the symmetry, the node
voltage  will never change similar to if it was connected to a small-signal
ground. Indeed, if the node  was connected to a small-signal ground, then circuit
will operate identically. This allows one to ignore  and  (not included in
Fig. 4.33) and simplify the analysis to that of the half-circuit which is identical to
the common-source amplifier studied previously. Given this equivalence, and

vg
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gmvgs

gsvs rds

Cgd
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rs
1

gm

------=
vgs

vs′

Vin

+

Vout
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Vout
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Vin

-

RD

Q1 Q2
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Key Point:  The analysis of 
a symmetric differential pair 
may be simplified to that of 
the half-circuit, which is 
simply a common-source 
amplifier.

vin
– vin

+–=
vs

vs

Csb1 Csb2

Fig. 4.31 A high-frequency T model for a 
MOSFET in the active region with the 
body terminal at small-signal ground.

Fig. 4.32 A symmetric MOS differential 
amplifier.
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4.5 Differential Pair 195

assuming the time constant associated with  is negligible, one can immediately estimate the amplifier band-
width.

(4.225)

4.5.3 Single-Ended Differential Amplifier

Consider next the frequency response of the single-ended output differential amplifier shown in Fig. 4.34. Before
we analyze this amplifier for its frequency response, note that this configuration can be considered a two-stage
amplifier comprising an source follower followed by a common-gate stage. The small-signal model for this ampli-
fier is shown in Fig. 4.34(b). Note both the similarities and the differences of the circuits shown in Fig. 4.33 and
Fig. 4.34(b). The differences, though they appear minor result in a significantly larger bandwidth (and approxi-
mately half the gain).

Before starting the analysis, note that between the gate of  and ground are two similar networks, namely
 in parallel with , and  in parallel with . If we assume the bias current  is split equally between
 and , we may simplify the circuit into the equivalent small-signal model shown in  Fig. 4.35. This simplifi-

cation assumes the transistor parameters are matched which allows one to drop the subscripts. Next notice that the
left-most dependant current source is proportional to the voltage across it; this makes it equivalent to a negative
resistor (given the direction of the current source) of size . We can simplify the circuit even more by noting
that the negative resistance  perfectly cancels out the parallel resistance . The final simplified
circuit is now shown in Fig. 4.36. The transfer function is now easily found almost by inspection to be

(4.226)
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Fig. 4.33 The small-signal model 
of the symmetric differential 
amplifier of Fig. 4.32.
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The first pole frequency due to the time constant at the gate of  is given by

(4.227)

Note that there is no Miller-multiplication term (i.e., ) multiplying the capacitance . For this reason,
the compound stage is must faster than a common-source stage, although it has similar gain.

4.5.4 Differential Pair with Active Load

We next consider the high-frequency analysis of a MOS differential pair with an active current-mirror load.
Described first in Section 3.8 and shown in Fig. 3.19, this stage is often used as the input to a classic two-stage
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Fig. 4.34 A differential pair with single-ended output: (a) complete circuit; (b) small-signal 
equivalent.
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Fig. 4.35 A simplified and equivalent small-signal model of the amplifier of Fig. 4.34.
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operational amplifier circuit. In that case, it drives a significant capacitive load, . Assuming that load is domi-
nant, we can easily modify the low-frequency small-signal analysis of this circuit performed in Section 3.8 by
substituting  with ,

(4.228)

where . Thus, for this differential stage, the very simple model shown in Fig. 4.37 is com-
monly used. This model implicitly assumes that only the capacitance at the output node is significant and the par-
asitic capacitances at the node at the sources of  and the node at the gates of  may be ignored. This
assumption is usually justified, because the small-signal resistance at the output node, , is much larger than the
small-signal resistances at the other nodes which are generally . Also, the capacitance at the output node,

, is usually larger than the parasitic capacitances at the other nodes. Hence, the time-constant associated with
the other capacitances will be much smaller than the time-constant associated with  and the –3dB bandwidth is
well approximated by

(4.229)

However, when high-frequency effects are important (which may be the case when compensating an opamp to
guarantee stability), then this assumption may not be justified.

4.6 KEY POINTS
• The transfer functions in analog circuits throughout this text: a) are rational with m ≤ n b) have real-valued

coefficients, ai and bi c) have poles and zeros that are either real or appear in complex-conjugate pairs. Further-
more, if the system is stable, d) all denominator coefficients bi > 0 e) the real part of all poles will be negative.
[p. 145]
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Fig. 4.36 A further simplified small-signal model of the amplifier of Fig. 4.34.
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198 Chapter 4 • Frequency Response of Electronic Circuits

• When a linear circuit is excited with a sinusoid, the output will be a sinusoid at the same frequency. Its magni-
tude will equal to the input magnitude multiplied by the magnitude response |H(ωin)|. The phase difference
between the output and input sinusoids will equal the phase response . Magnitude responses are often
expressed in units of decibels, 20log10|H(ω)| dB. [p. 146]

• For a first-order lowpass transfer function with dc gain A0>>1, the unity gain frequency is ωta≈A0ω−3dB and
∠A(ωta)≈90°. [p. 154]

• Transfer functions with only real-valued poles and numerator order zero have monotonically decreasing magni-
tude and phase response plots with each pole contributing an additional –20 dB/decade slope in the magnitude
response, and an additional –90° phase shift. [p. 157]

• When a circuit has one or more capacitors with relatively very large value, one may consider those capacitors
short-circuited to see how the circuit behaves at higher frequencies. Similarly, when one or more capacitors
have relatively very small value, the circuit may be considered with those capacitors open-circuited to under-
stand its operation at lower frequencies. [p. 161]

• The frequency-response of the common-source amplifier has 2 poles and 1 zero. The complexity of the analysis
illustrates the importance of making approximations and simplifications in the high-frequency analysis of ana-
log circuits. [p. 169]

• When a capacitor connects the input and output of a high-gain inverting amplifier, it appears much larger at the
input than it really is. This Miller effect is often responsible for the dominant pole of such amplifiers and, hence,
is useful for obtaining a quick estimate of bandwidth. [p. 172]

• The method of zero-value time-constants estimates the dominant pole and, hence, bandwidth of complex cir-
cuits by analyzing several simpler circuits at dc. [p. 173]

• All small-signal capacitances in the common-gate amplifier are (small-signal) grounded. Hence there is no
Miller effect and it can provide high-frequency performance superior to that of the common-source amplifier,
although with much lower input resistance. [p. 181]

• The cascode gain stage uses a common-gate transistor Q2 to reduce the VDS variations on a common-source
transistor Q1. The result is high output resistance providing potentially high gain, a reduced Miller effect, and
reduced short-channel effects. However, the available output voltage swing is reduced. [p. 182]

• The unity-gain frequency of any feedback amplifier that uses a cascode gain stage with a dominant output pole
is limited by the unity-gain frequency of the cascode transistor, . [p. 187]

• Source follower circuits can exhibit large amounts of overshoot and ringing under certain conditions. When
designing source-followers, the recommended procedure is to check to see if the poles are complex using either
(4.203) or a SPICE transient analysis to look for overshoot. When the poles are complex, then increase the load
and/or input capacitor or, alternatively, add the compensating network shown in Fig. 4.30. [p. 192]

• The analysis of a symmetric differential pair may be simplified to that of the half-circuit, which is simply a com-
mon-source amplifier. [p. 194]
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4.8 Problems 199

4.8 PROBLEMS

4.8.1 Section 4.1: Frequency Response of Linear Systems

4.1 Express the following voltage gains in decibels:

a.
b.
c.

4.2 A linear system has a transfer function

a. Sketch a Bode plot of .
b. What is the maximum gain  expressed in dB? At what frequency does it occur?

4.3 Consider the CR network in Fig. P4.3 with  and 
.

a. Write the transfer function .
b. Sketch the step response of the circuit.

4.4 Two linear systems,  and  are connected in series so 
that the output of  is connected to the input of . Their 
respective Bode plots are sketched in Fig. P4.4.

a. Sketch the bode plot of the combined system, .
b. Estimate all of the pole and zero locations.

4.5 For the second-order system  whose Bode plot is sketched in Fig. P4.4, how long does it take for the step 
response to settle within 1% of its final value?
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200 Chapter 4 • Frequency Response of Electronic Circuits

4.6 In Fig. P4.6,  and . Draw an approximately-
equivalent circuit for low-medium frequencies. At what frequency does 
this approximate circuit cease to be valid? Compare the transfer func-
tions, Bode plots, and step responses of the approximate and exact cir-
cuits.

4.7 Write a second-order lowpass transfer function with a dc gain of 12 dB, a 
-factor of 0.2, and . 

a. What are the pole locations of this transfer function?
b. Sketch a Bode plot of the transfer function.
c. How long will it take for the step response to settle within 5% of its final value?

4.8 Write a second-order lowpass transfer function with a dc gain of 23 dB, a -factor of 2, and 
. 

a. What are the pole locations of this transfer function?
b. How much overshoot does the step response exhibit? How long will it take to settle within 1% of its final value?

4.8.2 Section 4.2: Frequency Response of Elementary Transistor Circuits

4.9 Estimate the bandwidth of the common-source amplifier in Example 4.11.
4.10 Find the zero-value time constants of the common-source amplifier in Example 4.12. Confirm that the output time-

constant dominates the amplifier’s bandwidth.
4.11 Consider the source-degenerated common-source amplifier shown in Fig. 

P4.11 neglecting the transistor parasitic capacitances.

a. Draw an equivalent small-signal circuit at dc. What is the dc small-signal
gain, ?

b. Draw an equivalent small-signal circuit at frequencies high enough that 
may be considered a short circuit. What is the small-signal gain   at
these frequencies?

c. Make a sketch of the magnitude response  versus frequency 
covering the range of frequencies analyzed in parts (a) and (b) above.

4.12 Consider the common source amplifier in Fig. P4.12 
driving a capacitive load of . Assume 

 and the gate dc bias voltage  is set to 
keep  in saturation. What current  and device 
width  are required to maximize the small-signal dc 
gain  while maintaining a 3-dB bandwidth of at 
least 10 MHz?

a. Use the NMOS device parameters for the 
0.18- μm CMOS process in Table 1.5.

b. Use the NMOS device parameters for the 45-nm
CMOS process in Table 1.5.
Compare your results with SPICE.

Vin Vout

R

Fig. P4.6

C1

C2

C1 30 pF= C2 100 fF=

Q ω0 2π 3 MHz⋅=

Q
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Q1
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W
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4.8 Problems 201

4.13 Again consider the common source amplifier in Fig. P4.12, this time driving a load capacitance of 
. What is the minimum current  required to achieve a 3-dB bandwidth of 3 MHz using 

the 0.35-μm CMOS process in Table 1.5? Compare your result with SPICE.

4.14 The common source amplifier in Fig. P4.14 drives a 
load capacitance of . What is the maxi-
mum unity-gain frequency achievable with 

?
a. Use the device parameters for the 0.18-μm CMOS

process in Table 1.5.
b. Use the device parameters for the 45-nm CMOS

process in Table 1.5.
Compare your results with SPICE.

4.15 A current source with a purely capacitive source 
impedance  drives a NMOS 
common-gate amplifier. Select the common-gate tran-
sistor size  so that the input time constant is  with minimal bias drain current  when . 
Use the device parameters for the 45-nm CMOS process in Table 1.5.

4.16 A common-gate amplifier is to be designed to have an input resistance  using the 0.35-μm CMOS 
process in Table 1.5. and . Select  of the common-gate transistor to minimize the resulting 
input time constant. Estimate the input time constant.

4.17 The circuit in Fig. P4.17 is referred to as an “active inductor.”
a. Find an expression for the small-signal input impedance as a 

function of frequency in terms of the circuit parameters , , ,
etc. assuming .

b. Over what range of frequencies is  well modeled by an inductor?
c. What is the value of the effective inductance in terms of the circuit 

parameters?

4.18 Find and expression for the small-signal frequency response 
 for the simple NMOS current mirror shown in 

Fig. P4.18. Find a simplified approximate expression for the 3-dB 
bandwidth of the current mirror assuming:
a. the load capacitor  is very large;
b. the load capacitor  is zero.

4.8.3 Section 4.3: Cascode Gain Stage

4.19 For the telescopic cascode amplifier in Fig. 4.22(a),  and both devices are sized with 
. Select the dc bias voltage at  and  to maximize the output swing 

available at  while keeping  and  in active mode. Use the transistor parameters for the 0.18-μm CMOS 
process in Table 1.5.

CL 0.4 pF= ID

VG vi+

CL

VO vo+

ID

Fig. P4.14

Q1

CL 25 pF=
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Fig. P4.17

Zin

C

R

I

Q1

R C gm

C Cgd Csb,»
Zin

CL

Fig. P4.18

IIN iin+ IOUT iout+

Q1 Q2

iout iin⁄( ) ω( )

CL

CL

Ibias 300 μA=
W L⁄( ) 10 μm 0.18 μm⁄= Vin Vbias

Vout Q1 Q2

c04.fm  Page 201  Sunday, October 23, 2011  6:03 PM



202 Chapter 4 • Frequency Response of Electronic Circuits

4.20 Consider the folded cascode amplifier in Fig. 4.22(b) with ,  and both devices 
sized . The dc bias voltage . What is the maximum voltage that can 
appear at  so that  remains in active mode? Use the transistor parameters for the 0.18-μm CMOS process 
in Table 1.5.

4.21 The folded cascode amplifier in Fig. 4.22(b) has  and . Deter-
mine  and . Determine the transistor widths assuming  in each of the following cases:

a. Using the 0.35-μm CMOS device parameters in Table 1.5.
b. Using the 0.18-μm CMOS device parameters in Table 1.5.

4.22 The telescopic cascode amplifier in Fig. 4.22(a) has  and both devices are sized with 
. The bias voltages are selected to keep  and  in active mode. The load capac-

itance is . Estimate the dc gain and circuit bandwidth using the transistor parameters for the 0.18-μm 
CMOS process in Table 1.5.

4.23 You are to design an amplifier to provide a gain of 8 using the 0.35-μm CMOS process in Table 1.5. The input 
voltage source resistance is  and the load is . Assume the supply voltage is 3 V and the power 
consumption is to be 12 mW.
a. If a NMOS common-source amplifier is used, what  will maximize the bandwidth? Estimate the 

bandwidth.
b. If a NMOS telescopic cascode amplifier is used, and assuming , size the transistors to

maximize bandwidth. Estimate the resulting bandwidth and compare it to the result in part (a).
c. Repeat part (b), but this time design a PMOS cascode amplifier. How does your bandwidth estimate compare to

that of part (b)?

4.8.4 Section 4.4: Source-Follower Amplifier

4.24 Perform a zero-value time constant analysis on the common-source amplifier in Fig. 4.28. What are the required 
conditions for the time constant associated with  to be dominant? Provide an approximate expression for the 
bandwidth in this case.

4.25 The source-follower shown in Fig. 4.26 has , , , a load capaci-
tance of  and . Estimate the bandwidth using the 0.35-μm 
CMOS device parameters in Table 1.5. Compare your result with SPICE. How does this compare with the 
bandwidth that would be obtained if  were driven directly with the source whose internal resistance is 

?
4.26 A source-follower is to be designed to drive a load capacitance of  with 500 MHz bandwidth using the 

0.18-μm CMOS process described in Table 1.5. What is the minimum value of  if
a. ?
b. ?
c. Select the corresponding device size  in each case.

4.8.5 Section 4.5: Differential Pair

4.27 Consider the amplifier in Fig. 4.32 with , , and . 
Select  to provide a gain of 3 and estimate the resulting amplifier bandwidth using the 
0.18-μm CMOS device parameters in Table 1.5.

4.28 Repeat Problem 4.27, but this time add load capacitances of  between  and ground and between 
 and ground.
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4.8 Problems 203

4.29 Design the CMOS differential pair circuit in Fig. P4.29 to have a dif-
ferential gain of 3 V/V and a 3-dB bandwidth of 700 MHz when 

. The transistors should be biased with  
and should have gate lengths of 0.2 μm. Using the 0.18-μm CMOS 
parameters in Table 1.5, determine the widths of the transistors and 
the values of  and .

4.30 The circuit in Fig. P4.30 is perfectly symmetric and the 
small signal input voltages are balanced so that 

. The bias voltages  and  are 
chosen to ensure all transistors remain in active mode. 
What is the equivalent half-circuit in this case? Estimate 
the amplifier’s 3-dB bandwidth.

4.31 Find an approximate expression 
for the bandwidth of the differen-
tial amplifier in Fig. P4.31. All 
transistors are sized identically. 
Assume the bias voltage  is 
chosen so that all transistors 
remain in active mode. How does 
the bandwidth compare with that 
of the conventional resistively-
loaded differential pair in 
Fig. 4.32?

4.32 Design the amplifier of Fig. P4.29 
using the 0.18-μm CMOS process in Table 1.5 with  to provide a gain of 20 dB. Take all gate 
lengths . Estimate the resulting bandwidth when driving a 2-pF capacitive load.
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5

204

Feedback Amplifiers

Feedback is a topic of paramount importance in analog design. It is a key concept that enables us to construct
almost ideal analog circuits from the poorly controlled and very nonideal transistors readily available to us. By
doing so, it facilitates the division of complex systems into smaller subblocks that may be designed independently.

5.1 IDEAL MODEL OF NEGATIVE FEEDBACK

We begin by considering the simplified model of a very general negative feedback system in Fig. 5.1. Its analysis
finds overlap in introductory control theory and is applicable to a wide variety of systems, including analog inte-
grated circuits. Later in this chapter, we refine our analysis making it progressively better suited to the circuits of
most interest to us.

5.1.1 Basic Definitions

The linear time-invariant negative feedback system in Fig. 5.1 includes an amplifier, , and some feedback cir-
cuitry whose gain is . Also labelled in Fig. 5.1 are the input signal, , the output signal, , the feedback signal, ,
and the difference signal,

(5.1)

Physically, each of these signals may be small-signal node voltages or branch currents.1

1. In some cases, it may be difficult to identify precisely which circuit variables correspond to the signals in Fig. 5.1. The model is 
applied to a few practical examples in Section 5.4.

yu x

v

ACL

β

A

Fig. 5.1 Ideal model of a negative feedback 
system.

A
β u y v

x u v–=
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5.1 Ideal Model of Negative Feedback 205

Clearly,
(5.2)

where we have defined the open-loop gain, or simply “loop gain,”
(5.3)

Since  in Fig. 5.1, they must all have the same units. Hence, the loop gain  is always dimensionless.
If we consider the entire feedback system as a unified single-input single-output block, its input-output rela-

tionship is derived as follows:

(5.4)

(5.5)

The “closed-loop” gain follows from (5.5),

(5.6)

and is not to be confused with the loop gain in (5.3).

5.1.2 Gain Sensitivity

The gain of amplifier  depends upon the small-signal parameters of its constituent transistors (i.e., their trans-
conductances, , and output resistances, ). These in turn are subject to large variations over temperature and
from one sample of the circuit to another. Fortunately, the value of the closed-loop gain, , is largely immune to
these variations so long as the loop-gain, , is much larger than unity.

To quantify this, consider the effect of a change in the amplifier gain from  to  while keeping the
value of  constant. The resulting change in closed-loop gain is

(5.7)

Hence, if , large changes in the amplifier gain, , result in very little change in . In other words, nega-
tive feedback enables high accuracy in the gain of the overall amplifier, even when there are large variations in the
transistor parameters of the transistors providing the gain.

EXAMPLE 5.1

Consider the negative feedback system pictured in Fig. 5.1 where the amplifier inputs and outputs are voltages, so
that both  and  are dimensionless. If the amplifier gain is 80 dB and , what is the resulting closed-loop
gain, ? If  decreases by an order magnitude, what is the resulting change in ?
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206 Chapter 5 • Feedback Amplifiers

Solution
A gain of 80 dB corresponds to a value of . Plugging this value into (5.6) results in a closed-loop
gain of 

If the gain decreases by an order of magnitude to 60 dB ( ) the closed-loop gain becomes

representing a change of less than 0.5%.

The insensitivity of  to changes in  is also evident if one rewrites (5.6) sub-
stituting .

(5.8)

The closed loop gain is equal to a constant, the “desired gain” , multiplied by
an error term that is close to unity as long as . In the limit of very large loop
gain, the closed loop gain approaches the desired gain.

(5.9)

Hence, to obtain high accuracy in the closed-loop gain it is necessary to have high accuracy in the gain of the feed-
back circuit.

EXAMPLE 5.2

Repeat Example 5.1, but this time consider a change in  from 0.2 to 0.21 while  remains constant at 80 dB.

Solution
With , the closed-loop gain becomes

This is approximately 5% lower than the result obtained in Example 5.1 for , a percentage change com-
mensurate with the change in .

A 104=

ACL
104

1 0.2 104⋅+
----------------------------- 4.9975= =

A 103=

ACL
103

1 0.2 103⋅+
----------------------------- 4.9751= =

Key Point:  When L>>1, the 
closed-loop system has an 
overall gain inversely pro-
portional to the gain of the 
feedback circuit and highly 
insensitive to the gain of the 
amplifier, A.
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5.1 Ideal Model of Negative Feedback 207

5.1.3 Bandwidth

The amplifier gain  is frequency-dependent, generally decreasing in magnitude
at higher frequencies, as depicted in Fig. 5.2. However, as long as the loop gain
remains much greater than unity (i.e. ) the closed-loop gain will remain
approximately . At very high frequency, eventually

 and (5.6) simplifies to . A very rough estimate
of the bandwidth of the closed-loop amplifier is therefore provided by the transi-
tion between these zones; that is, the frequency at which , or
equivalently where . It is clear from Fig. 5.2 that this closed-loop band-
width will generally be much higher than the bandwidth of .

The sketch in Fig. 6.2, is predicated on the assumption that  remains constant over the entire frequency
range under consideration. Hence, to realize a closed-loop amplifier with high bandwidth, it is necessary for the
feedback network to have high bandwidth, but not the amplifier, .

5.1.4 Linearity

The model in Fig. 5.1 is completely linear and, hence, is only valid so long as the transistors in the amplifier, , are
exposed to small voltage and current signals. Fortunately, by applying negative feedback with large loop gain, the
signal that appears at the amplifier input, , is a strongly attenuated version of the input to the overall system, . With

, (5.4) becomes

(5.10)

This means that even when large signals are present at , the amplifier  is
exposed to only very small voltage and current signals at its input, and can
therefore operate linearly. The feedback circuit, however, must operate lin-
early even when exposed to large signals. Its input is the amplifier output

 which is  times greater than .

Key Point:  A rough esti-
mate of the bandwidth of a 
feedback amplifier is given 
by the frequency where 
|L(ω)| = 1, which is much 
higher than the bandwidth 
of A(ω).
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Fig. 5.2 Bandwidth of a closed-loop amplifer.
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Key Point:  With feedback, an ampli-
fier is exposed to signals that are 
approximately  L times smaller than 
would be the case without feedback, 
making it much more linear.
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208 Chapter 5 • Feedback Amplifiers

5.1.5 Summary

The preceding subsections show that amplifiers with an accurate gain of , high bandwidth, and high
linearity may be realized by using negative feedback as long as:

1) the feedback circuit has an accurately controlled gain, , high bandwidth, and high linearity
2) the loop gain  is large
3) the feedback loop is stable

The conditions on the feedback circuit (#1) are most easily satisfied by constructing it out of passive com-
ponents and/or transistors acting as simple switches, thus avoiding the variability, parasitic poles, and inherent
nonlinearity of circuits with transistors in the active mode. Often, the gain is dependent only on the ratios of
passive component values, which in integrated circuits are more accurate than their absolute values. Condition
#2 is satisfied by designing an amplifier with large gain, . However, this is virtually the only specifica-
tion on the amplifier since feedback greatly relaxes the requirements on its accuracy, bandwidth, and linearity.

Condition #3, concerning stability of the loop, is the topic of the next subsection.

5.2 DYNAMIC RESPONSE OF FEEDBACK AMPLIFIERS

The reader may have already made use of feedback amplifiers without explicitly considering their stability. How-
ever, such methods can fail to predict critical circuit behavior.

EXAMPLE 5.3

The noninverting amplifier in Fig. 5.3(a) is often analyzed assuming the opamp’s differential input is zero. Hence,
the negative amplifier terminal voltage is . Further assuming the amplifier has infinite input impedance,
the output voltage may be related to the input by a nodal equation at .

(5.11)

This result is accurate, as anyone who has tested such an amplifier in the lab may attest.
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Fig. 5.3 (a) A noninverting amplifier. (b) A noninverting amplifier with the opamp input terminals 
reversed is unstable.
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5.2 Dynamic Response of Feedback Amplifiers 209

One might be tempted to apply the same analysis to the amplifier in Fig. 5.3(b). Doing so would yield the
same result (5.11) since the only difference between the circuits is the polarity of the opamp inputs which was
nowhere considered in the analysis above. However, assuming that the opamp’s differential input is zero presumes
stability of the feedback loop. The feedback loop in Fig. 5.3(b) is in fact unstable. In practice, the voltage at

will increase above , and the opamp’s large gain will amplify the difference producing an output voltage
 close to the amplifier’s supply voltage.

Example 5.3 is an extreme case where the loop’s feedback is positive instead of negative. However, instabil-
ity can arise more subtly, when at high frequencies the amplifier introduces a phase shift that causes negative feed-
back to become positive. In this section, general methods are presented to check the stability of analog circuits
with feedback. For stable circuits the same methods provide insight into important aspects of the closed-loop
amplifier’s frequency response.

5.2.1 Stability Criteria

The methods applied to study the stability of analog circuits with feedback differ somewhat from those employed
in courses and texts on introductory control theory. Control theory is often concerned with the problem of stabiliz-
ing, by application of feedback, a system that is otherwise unstable.2 By contrast, we will apply feedback to ampli-
fiers  that are already stable on their own. We use feedback to improve the amplifier’s accuracy, bandwidth, and
linearity, as described in Section 5.1. Unfortunately, if care is not taken, feedback can make the previously-stable
amplifier go unstable, as in Example 5.3.

Stability can be tested by checking that all poles of the closed loop system,

(5.12)

are in the left-half plane. However, this method is not often used because obtaining  with accuracy is diffi-
cult. Fortunately, stability can be checked with knowledge of the magnitude and phase of the frequency response

, which are readily obtained by circuit simulation.
In all situations of interest to us, the amplifier’s magnitude response is large at low frequencies,

, and decreases at high frequencies. The same poles that cause the magnitude response to roll off
also contribute negative phase shift at higher frequencies. Furthermore, in accordance with the discussion in Sec-
tion  we shall assume that the feedback circuit has a constant and well-controlled gain, . The open-loop mag-
nitude response is, therefore, simply a scaled version of the amplifier’s magnitude response,

(5.13)

and the open-loop phase response is equal to that of the amplifier,

(5.14)

The open-loop Bode plot sketched in Fig. 5.4(a) is typical of all the feedback circuits we will consider. Of
particular interest is the frequency at which the open-loop magnitude response is unity,

(5.15)

The solution of (5.15) is the loop’s “unity-gain frequency”, .3

2. The system to be stabilized is referred to as “the plant.”
3. Barring any strange ripples in the loop’s magnitude response (which should certainly be avoided by design) equation (5.15) has only 
one (positive) solution and  is unique.
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210 Chapter 5 • Feedback Amplifiers

An alternative graphical representation of the open-loop magnitude and phase response is shown in
Fig. 5.4(b), which is a polar plot of  for all frequencies, . At low frequencies where

 has large magnitude and near-zero phase shift, the polar plot will be far from the origin along the positive
real axis. As  increases to large positive values, the plot spirals clockwise inwards to the origin. For negative val-
ues of , the spiral is mirrored in the real axis, spiraling counterclockwise from the point at . Given a stable
amplifier , the closed-loop feedback system will also be stable if and only if this polar plot does not encircle the
point .4 Such will be the case so long as the polar plot intersects the unit circle below the real axis for positive
frequencies, as is the case in Fig. 5.4.

By definition, the polar plot’s intersection with the unit circle occurs at the loop’s unity-gain frequency, .
Hence, an equivalent stability criterion is

(5.16)

In summary, a feedback amplifier is stable so long as (5.16) is satisfied
with  defied by (5.15). This criteria is written completely in terms of
the open-loop magnitude and phase response. Hence, it can be checked
simply by examining a Bode plot of . There is little need for the
polar plots and they will henceforth be avoided. Furthermore, using the
procedure in Section 5.4.1, the Bode plot may be readily obtained by
computer simulation.

4. This is special case of the well-known “Nyquist stability criterion,” and the polar plot of  is a “Nyquist plot.” For a general 
proof, the reader is referred to introductory control theory texts.

Fig. 5.4 The relationship between (a) a Bode plot and (b) a polar plot of  for a stable feedback 
circuit.
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5.2 Dynamic Response of Feedback Amplifiers 211

EXAMPLE 5.4

Sketch a polar plot of loop gain for the positive-feedback circuit in Fig. 5.3(b).

Solution
Since the feedback is positive, when cast into our negative feedback model of Fig. 5.1 the loop gain  is
negative at low frequencies where the opamp gain is very high. Hence, the plot begins on the negative real axis
with large magnitude. From there, the magnitude response of the loop will tend to zero at high frequencies, so the
polar plot spirals into the origin, as shown in Fig. 5.5. Clearly, it must encircle the point –1 so the loop is unstable.

5.2.2 Phase Margin

As the name suggests, phase margin provides a quantitative measure of how close a given feedback system is to
instability. However, phase margin also provides the designer with important information about the closed-loop
response of a feedback amplifier.

Phase margin is defined for stable feedback systems as the additional phase shift that would be required at the
unity-gain frequency to cause instability. The definition is illustrated graphically in Fig. 5.4. Analytically, phase
margin is

(5.17)

It is commonplace to establish some minimum phase margin as a basic specification in the design of a feed-
back amplifier. A typical misconception amongst students of analog design is that such specifications are intended
to safeguard against instability in the presence of variations in circuit parameter values. However, we generally
demand far more phase margin than is required simply to ensure the system is robustly stable. Rather, large phase
margins of between  and  are typically required because systems with smaller phase margins will exhibit
undesirable dynamic behavior. 

Fig. 5.5 Polar plot of the loop gain for the case of positive feedback. Since the  is large and 
negative at low frequencies, the plot must certainly encircle the point  and the loop is therefore 
unstable.
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212 Chapter 5 • Feedback Amplifiers

EXAMPLE 5.5

Find an expression for the closed-loop gain of a feedback amplifier at the unity gain frequency, . Assume the
system has a phase margin .

Solution
At the unity gain frequency, combining (5.15) and (5.17) reveals

(5.18)

(5.19)

Substituting (5.18) and (5.19) into (5.6) yields,

(5.20)

Taking the absolute value and recognizing that ,

(5.21)

Notice that for , . But, it has already been shown in (5.9) that the closed-loop gain of such
an amplifier at low-frequencies is

Hence, with a phase margin less than , the closed-loop gain actually increases as one moves from low fre-
quencies up to ! Of course, at even higher frequencies the gain eventually decreases and we have

.

Example 5.5 reveals that the sketch of closed-loop frequency
response in Fig. 5.2 is accurate only for phase margins greater than .
Systems with phase margins less than , but still stable, have a closed
loop-frequency response as in Fig. 5.6, where peaking is observed
around the loop’s unity gain frequency. Since we wish the gain of the
closed-loop amplifier to be constant around , such peaking is unde-
sirable and, as we shall see in later sections, is generally accompanied
by overshoot in the amplifier’s transient step response. Hence, it is not
enough that an amplifier simply be reliably stable—it must also reliably
have large phase margin.
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Key Point:  It is not enough that an 
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must also reliably have large phase 
margin. To avoid undesirable behavior 
in the frequency and step responses of 
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to require phase margins of 45 to 90 
degrees.
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5.3 First- and Second-Order Feedback Systems 213

5.3 FIRST- AND SECOND-ORDER FEEDBACK SYSTEMS

Although the frequency response of a practical amplifier may involve many poles and zeros, it is often sufficient
to model it with a simple first- or second-order transfer function. It is most important to accurately understand the
amplifier’s response at frequencies  which determines the amplifier’s stability and in-band performance.
Hence, any poles and zeros at frequencies  may be neglected. A typical situation is depicted in Fig. 5.7
where one pole is dominant. A simple first-order model is sufficient to predict the behavior of feedback amplifiers
when the unity-gain frequency is well below the second- and higher-order pole- and zero-frequencies of the ampli-
fier,  The second-order model is preferred when  is closer to  For cases
where  is at a frequency higher than , even the second-order model has insufficient accuracy.
However, these cases will have very little phase margin and they are, therefore, of little practical interest. This sec-
tion focuses on simple first- and second-order models providing insight into the behavior of practical feedback
amplifiers, which often defy rigorous analytical treatment.

5.3.1 First-Order Feedback Systems

A simple first-order model for the transfer function of a dominant-pole feedback amplifier, , with dc gain 
and dominant pole frequency  is given by

(5.22)
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Fig. 5.6 The closed-loop frequency response of a feedback amplifier with a phase margin less 
than 60 degrees.

ω <~ ωt

ω ω t»

ωt ωp2 ωp3 ωz1 …, , ,« ωt ωp2 ωp3 ωz1 …, , ,
ωt ωp2 ωp3 ωz1 …, , ,

AL s( ) L0

ωp1

L s( ) L0

1 s ωp1⁄+( )
-----------------------------=

c05.fm  Page 213  Sunday, October 23, 2011  5:42 PM



214 Chapter 5 • Feedback Amplifiers

Since there is only one pole contributing phase shift, the phase response of a first-order system never drops below
. L,

(5.23)

Combining (5.23) with the stability criteria in (5.16) and the definition of phase
margin in (5.17), it is clear that a first-order feedback system is stable with at least

 phase margin. It is evident from the Bode plot in Fig. 5.8(a) that for large dc
open-loop gain, , the phase margin will in fact be very close to . Furthermore,
it is impossible for the polar plot of  for a negative feedback system with only
1 pole to encircle the point –1, Fig. 5.8(b). Hence, first-order feedback systems are
stable with  phase margin for any dc gain, or pole frequency. This is unlike sec-

ond- and higher-order loops where phase margin critically depends upon the feedback factor, , dc gain, and pole
frequencies, 

Recall the unity-gain frequency , is the frequency at which . We then have the following
approximation, assuming :

(5.24)

Fig. 5.7 Typical feedback amplifier open-loop frequency response and the corresponding first- 
and second-order models.
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5.3 First- and Second-Order Feedback Systems 215

Thus, we have the following important relationship for this first-order model:
(5.25)

Substituting (5.25) into (5.22) for the case in which , we have at midband frequencies

(5.26)

The relationship (5.26) is a simplified first-order model that assumes infinite dc gain, and is therefore not accurate
at low frequencies. However, it can be used to analyze the system at midband frequencies, , includ-
ing estimating the closed-loop circuit’s –3dB frequency and settling time.

At midband frequencies, the transfer function of the closed-loop amplifier may be found by substituting
(5.26) into (5.8), resulting in

(5.27)

As expected, the closed-loop amplifier has a closed-loop gain at low frequencies approximately equal to .
The –3dB frequency of the closed-loop amplifier is given by

(5.28)
Furthermore, from (5.27) we recognize that the closed-loop amplifier is a first-order system with a time-constant,
, given by

(5.29)

Fig. 5.8 Graphical illustration of the unconditional stability and 90o phase margin of first-order 
feedback systems: (a) Bode plot and (b) polar plot of open-loop frequency response, .
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216 Chapter 5 • Feedback Amplifiers

The settling-time performance of integrated amplifiers is often an important design parameter. For example,
in switched-capacitor circuits, the charge from one or more capacitors must be mostly transferred to a feedback
capacitor within about half a clock period. This charge transfer is closely related to the opamp’s step response. As
a result, the settling time is defined to be the time it takes for an opamp to reach a specified percentage of its final
value when a step input is applied. 

Recall that the step response of any first-order circuit is given by

(5.30)

Here,  is the size of the voltage step. With this exponential relationship, the time required for the first-order
closed-loop circuit to settle with a specified accuracy can be found. For example, if 1% accuracy is required, then
one must allow  to reach 0.01, which is achieved at a time of . For settling to within 0.1% accuracy,
the settling time needed becomes approximately . Also, note that just after the step input, the slope of the output
will be at its maximum, given by

(5.31)

Since a real amplifier will have a finite current available to charge the par-
asitic capacitances at , in many practical cases for large steps  the
amplifier will be unable to change the output voltage at the rate predicted
by (5.31). In such a case, the amplifier is no longer behaving linearly and
the model’s predictions break down.

EXAMPLE 5.6

One phase of a switched-capacitor circuit is shown in Fig. 5.9, where the input signal can be modelled as a voltage
step and 0.1% accuracy is needed in . Assuming linear settling, find the required unity-gain frequency in
terms of the capacitance values,  and . For , what is the necessary unity-gain frequency of the
opamp? What unity-gain frequency is needed in the case ?

Solution
We first note that a capacitive feedback network is used rather than a resistive one. A difficulty with this network
in a nonswitched circuit is that no bias current can flow into the negative opamp input terminal. However, in a
switched circuit using a CMOS opamp, the shown configuration occurs only for a short time and does not cause
any problems. Second, assume the opamp has a dominant pole response with unity gain frequency  (different
from the unity gain frequency of , defined as ) and large dc gain. Hence, its frequency response at midband
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Key Point:  The closed-loop band-
width of a feedback amplifier is ωt, 
independent of the amplifier’s 3-dB 
bandwidth, ωp1. The settling time is 
1/ωt.
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5.3 First- and Second-Order Feedback Systems 217

frequencies is well approximated by . The open-loop response, , is given by this opamp response driv-
ing the capacitive feedback network, as shown in Fig. 5.9(b).

(5.32)

The unity gain frequency of  is found by substituting (5.32) into (5.15) and solving for .
For  settling within , we see that  must be less than . Since ,

(5.33)

For the case in which , a unity-gain frequency of  is needed, whereas in the case of
,  should be larger than .

The unconditional stability, predictable bandwidth, and predictable settling time of first-order systems are
strong incentives to ensure feedback circuits have a dominant pole and, therefore, may be approximated by the
single-pole model in (5.22).

5.3.2 Second-Order Feedback Systems

Although first-order feedback amplifiers exhibit several desirable characteristics, practical feedback amplifiers
generally have more than one pole. Recall that the main objective in the design of the amplifier  is that it must
have large low-frequency gain. Unfortunately, the maximum gain achievable with a single transistor, given by its
intrinsic gain , is usually insufficient. Hence, multiple transistors must be combined resulting in a
more complex circuit with several nodes and, inevitably, multiple poles.

A general second-order feedback loop transfer function is,

(5.34)

It is assumed that . It is clear from the Bode plot of (5.34) in Fig. 5.7 that it
will be unconditionally stable since a phase shift of  is never attained. However,
the phase margin may approach  depending on , , and .

At frequencies much greater than the dominant pole frequency, , we see
that , and so (5.34) can be accurately approximated by

(5.35)

Note that this approximation result is especially valid at the unity-gain frequency of the loop  (which we are
presently interested in) which is almost certainly much greater than  as long as .

Since  where β is a scalar constant, it is clear that the poles are contributed by the forward
amplifier, A(s). Using (5.34) we can define  which is the dc gain of A(s) and  as the
approximate unity-gain frequency of A(s) under a dominant pole approximation. Hence, at frequencies around ,
the loop gain, , is given by

(5.36)
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218 Chapter 5 • Feedback Amplifiers

The unity-gain frequency, , can now be found by setting the magnitude of (5.36) equal to unity after substituting
. Once this is done and the equation is rearranged, one can write,

(5.37)

For the dominant pole special case in which the unity-gain frequency is much less than the equivalent nondomi-
nant pole frequency (i.e., ), (5.37) may be simplified to

(5.38)

From (5.36), the phase shift, , is found.

(5.39)

This equation implies that at the unity-gain frequency, , we have

(5.40)

and, therefore,

 (5.41)

Equation (5.41) gives the required  for a specified phase margin.
The process of designing or modifying a feedback amplifier to have the
ratio  required by (5.41) for some targeted phase margin is called
compensation.

EXAMPLE 5.7

A closed-loop amplifier is to have a  phase margin for . What is the required unity-gain frequency ft if
MHz? What is the required ?

Solution
Using (5.40), we have , which implies that the loop-gain unity-gain frequency is given by

. Using (5.38), we also have, for , , which
implies that .

The closed-loop response of a second-order feedback amplifier may be found by substituting (5.34) into (5.8)
and rearranging.

(5.42)

where

(5.43)
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5.3 First- and Second-Order Feedback Systems 219

Thus, the closed-loop response is also second-order. The general equation for a second-order all-pole transfer
function is 

(5.44)

Recall from the preceding chapter that  is called the resonant frequency and parameter  is called the Q factor5

[Sedra, 1991]. If , then the magnitude response will have a –3-dB frequency equal to .
Lower Q-factors ( ) result in lower bandwidth whereas higher Q-factors ( ) result in peaking
in the frequency response. Furthermore, recall that if  both poles of  are real and there is no over-
shoot in the feedback amplifier’s step response. In the case where , the percentage overshoot of the step
response is given by

(5.45)
Equating (5.42) with (5.44) and solving for  and  results in

(5.46)
and

(5.47)

where the approximation on  is valid since  and .
It is now possible to relate a specified phase margin to the Q factor of the resulting closed-loop amplifier.

Equation (5.41) can be used to find . This result can be substituted into (5.37) to find , which
can then be substituted into (5.47) to find the equivalent Q factor. Finally, (5.45) can be used to find the corre-
sponding percentage overshoot for a step input. This procedure gives us the information in Table 5.1.

Table 5.1 leads to some interesting observations. First, a frequency response with  roughly cor-
responds to a phase margin of . Therefore, a common specification is to design for a phase margin of at least

 in the presence of both process and temperature changes as this ensures no peaking in the closed-loop ampli-
fier’s frequency response. If one wants to ensure that there is no overshoot for a step input, then the phase margin
should be at least , again, given both process and temperature variations. Hence, a nominal phase margin of

 to  is often targeted to account for these variations.

5. The Q factor is 1/2 times the inverse of the damping factor. The damping factor is an alternative method of indicating the pole loca-
tions in second-order transfer functions.
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220 Chapter 5 • Feedback Amplifiers

Finally, it is worth mentioning that when an amplifier is designed for use with many different feedback net-
works, the worst-case phase margin occurs for the maximum value of  which corresponds to the smallest closed-
loop gain. Thus, the amplifier is designed to have sufficient phase margin for the maximum value of . It is then
guaranteed to have even greater phase margin for all other , although in these cases it will be sub-optimally com-
pensated and will be slower than necessary.

5.3.3 Higher-Order Feedback Systems

High-gain amplifiers will often include more than two poles, and perhaps some zeroes. A general transfer function
for such an amplifier is

(5.48)

Feedback systems based on such amplifiers are not necessarily stable since, at some frequency, they may attain a
phase shift beyond .

It is important to accurately model the open-loop transfer function at frequencies up to and around the loop’s
unity-gain frequency, . This can be done with the first-order model (5.22) only when the second and higher-
order poles and all zeros are at frequencies much higher than ,

(5.49)

Even when it is possible to design an amplifier that satisfies (5.49), doing so is often overly-conservative resulting
in significant over-design and a sub-optimal circuit. Instead, by accounting for all poles and zeros the specified
phase margin can be achieved with a higher unity-gain frequency, , which as we saw in Section 5.1.3 will result
in a higher closed-loop bandwidth.

When all poles and zeros are on the real axis, they can be modelled
reasonably well by just two poles. Specifically, we include in our model
the first dominant-pole frequency, , and a second pole frequency that
models all higher-frequency poles and zeros, . Given a set of real-axis
poles, , and zeros, , a good choice for  is given by

(5.50)

It should be noted here that the approximation in (5.50) is different than that given in [Sedra, 1991] since
we are mostly interested in the phase shifts due to higher-frequency poles and zeros, rather than the attenuation.
In practice,  is found from simulation as the frequency at which the open-loop transfer function, , has a
–135° phase shift (–90° due to the dominant pole and another –45° due to the combined effect of higher-frequency
poles and zeros).

5.4 COMMON FEEDBACK AMPLIFIERS

We will now apply our general analysis of feedback systems to small-signal circuits. In order to do so, we must
cast the circuit of interest into the model of Fig. 5.1. Unfortunately, this is often easier said than done. There may
be ambiguity in identifying whether the inputs and/or outputs of a particular circuit are voltages or currents. Fur-
thermore, the forward amplifier, , and feedback network, , are difficult to discern. Some components in a cir-
cuit are simultaneously involved in both the forward amplifier and the feedback network.
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5.4 Common Feedback Amplifiers 221

In particular, it is difficult to find . For example, consider the inverting amplifier configuration in Fig. 5.10
where the opamp has a finite output impedance, . It is tempting to conclude that  is simply the voltage gain of
the opamp, but this is not the case. Equation (5.5) and Fig. 5.1 show that when  the closed-loop amplifier out-
put must be zero. However, even if the gain of the opamp were zero, a finite voltage would appear at  due to divi-
sion of the source voltage, , by impedances in the feedback network (  and ) and at the output node (  and

). In fact, an accurate analysis for  is quite complex even in this every-day example. It depends not only on the
opamp but also the feedback components  and , and the load, . Computer simulation is of little help since it
is not obvious exactly what circuit must be simulated to find , the forward gain without feedback.

On the other hand, the value of  is usually relatively obvious if one remembers that the circuit’s
desired gain is simply . For example, the gain we expect from the inverting opamp configuration above
is well-known to be . Hence, we may assume that . More generally, the value of  is the
inverse of the closed-loop gain we expect under ideal conditions of very large loop gain. In opamp circuits, this
gain will result from analyzing the circuit assuming infinite opamp gain. Although this choice of  does not nec-
essarily identify the gain between any two particular voltages and/or currents in the circuit, this need not trouble
us—it clearly is in keeping with our immediate goal of casting the circuit into the ideal feedback model, and more
importantly allows us to find the properties of a feedback circuit that are of most interest to us such as gain error,
bandwidth, phase margin, and settling time.

Whereas there may be some ambiguity in defining , the loop gain  is unique. This is satisfying since sta-
bility of the loop depends only on , and physically a feedback circuit will be either stable of unstable, regard-
less of how we choose to analyze it.

If  is known and  is taken by definition to be the reciprocal of the desired closed-loop gain, rather than
trying to perform a rigorous analysis for  we can infer it from . Therefore, our analysis of feedback
circuits will be based on a knowledge of , ours either by design or by inspection of a relatively simply circuit,
and from a knowledge of  which can be estimated using a systematic procedure described in Section 5.4.1.

Generalizing the expression for closed-loop gain in (5.8), the closed-loop frequency response of a feedback
circuit can be expressed without reference to .

(5.51)

In (5.51) the term  is the closed-loop amplifier gain normalized to
the desired gain, . Many circuit attributes of interest to us may be thought of in
terms of this normalized frequency response which depends only upon . For
example, the bandwidth, the poles and the zeros of the closed-loop amplifier are those
of . The gain error at dc, defined as the fractional error between the
desired gain, , and the actual gain, , is simply

(5.52)

which will clearly assume a value very close to zero so long as the loop gain at dc, , is large.
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Zo Fig. 5.10 An inverting opamp 
configuration.
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222 Chapter 5 • Feedback Amplifiers

5.4.1 Obtaining the Loop Gain, L(s)

To find the loop gain of a feedback circuit, we break the loop, insert a test signal (either voltage or current) and see
what signal the loop returns to the other side of the break. The procedure is illustrated in Fig. 5.11. Specifically, for
any (small-signal) feedback circuit,

1. Set any independent sources in the circuit equal to zero, including the input source. Zeroing a voltage
source means replacing it will a short circuit. (A short circuit is an ideal voltage source of 0 V.) Zeroing a
current source means replacing it with an open circuit. (An open circuit is an ideal current source with a
value of 0 A.)

2. Break the loop. Find the impedance at the break point, , and terminate the loop with this impedance as
shown in Fig. 5.11. 

3. Insert a test signal (either voltage, , or current, ) into the loop at the break and find the returned signal:
either the voltage across , , or the current through , . The loop gain is then

(5.53)

in

Zt

in = 0

vt

or

itor Zt

ir

vr

L vr

vt

----–   or  ir
it
--–=

Fig. 5.11 Determining the loop gain, L, by breaking the loop.
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L
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5.4 Common Feedback Amplifiers 223

The key step is 2. Although the loop may be broken anywhere, it is conve-
nient to do so right at an ideal voltage or current source so that the termi-
nating impedance plays no role in the result, and hence may be omitted.
Alternatively, one may chose a point in the loop where the terminating
impedance is easily found.

The loop gain obtained in this manner is actually an approximation
since it neglects the possibility of signals circulating in the opposite direc-
tion around the loop. The approximation is accurate so long as the gain
around the loop in the forward direction (clockwise in Fig. 5.11) is much
greater than the gain in the opposite direction (counterclockwise in Fig. 5.11). This will generally be the case in
the circuits of present interest to us where feedback is used to trade high gain for other desirable properties, as
described in Section 5.1.

EXAMPLE 5.8

Find the loop gain, , and closed-loop gain, , of the inverting opamp configuration shown in Fig. 5.10
where the load impedance, , is infinite. Assume the opamp has a voltage gain , and an infinite input
impedance.

Solution
The small-signal equivalent representation of the circuit is shown in Fig. 5.12(a). To this circuit, we apply the pro-
cedure for determining the loop gain.

1. The input source is zeroed by setting  to ground.
2. The loop is broken at the opamp input terminals. This point is chosen because the input impedance there

is infinite, so finding  is trivial.
3. The test signal  is injected into the new circuit, Fig. 5.12(b). The returned voltage is determined by

nodal analysis,

Hence, the loop gain is

The normalized closed-loop gain is

The desired gain of this circuit is , so the closed loop gain is given by (5.51),

As long as , the closed-loop gain will approximately equal the desired gain. The same
result may be obtained by direct nodal analysis of the circuit in Fig. 5.12(a) without breaking the loop.

Key Point:  The loop gain, L(ω), 
may be estimated by zeroing the 
input, breaking the loop, and inject-
ing a test signal. This is an accurate 
approximation in the typical case 
where high forward gain around the 
loop is being traded for increased 
bandwidth, accuracy, etc.
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224 Chapter 5 • Feedback Amplifiers

EXAMPLE 5.9

Find the loop gain of the differential pair feedback circuit shown in Fig. 5.13(a).

Solution
We are considering only the small-signal response of the circuit, so we first take the circuit’s small-signal equiva-
lent, shown in Fig. 5.13(b) where it is naturally assumed that  and  are matched device pairs. A simpli-
fied small-signal model of the differential pair with active load is adopted; for complete details the reader is
referred to Chapter 3.

The circuit for determining the loop gain is shown in Fig. 5.13(c).
1. The input source is zeroed by setting  to ground.
2. The loop is broken at the gate of M2. This point is chosen because the terminating impedance, , is sim-

ply the input capacitance to the differential pair. In the circuit of Fig. 5.13(c), this terminating capacitance
is placed in parallel with the (much larger) , so any inaccuracy in accounting for all the parasitic com-
ponents of the input capacitance will have little effect on the subsequent analysis.

3. A test source, , is introduced at the break point. The circuit of Fig. 5.13(c) must now be analyzed to find
. The analysis at dc follows.
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Fig. 5.12 (a) Small-signal model of an inverting opamp configuration. (b) Circuit for determining 
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5.4 Common Feedback Amplifiers 225

Fig. 5.13 (a) A unity-gain feedback circuit. (b) Its small-signal equivalent. (c) The small-signal circuit 
for finding the loop gain, .
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226 Chapter 5 • Feedback Amplifiers

Since the impedance looking into the gate of  is infinite at dc, the small-signal gate voltage is

.

The returned voltage is then given by a voltage division,

Hence, the loop gain at dc is

The high-frequency analysis is left as an exercise for the reader, where it may be useful to refer to the common-
source amplifier high-frequency analysis presented in Chapter 4. 

This approach is also very useful because it can be applied to computer circuit simulations to find the loop
gain with great accuracy. However, the preceding steps must only be applied to the small-signal equivalent circuit.
In a transistor circuit, the dc biasing connections must not be broken, otherwise some of the circuit’s small-signal
parameters will be completely altered. This may be achieved in simulation using a very large ideal inductance, as
shown in Fig. 5.14. The large inductance is a short at dc thus preserving the dc biasing but is effectively an open-
circuit at any frequencies of interest. A test small signal may then be introduced via a large coupling capacitor.

5.4.2 Noninverting Amplifier

A classic example of a feedback amplifier is the generalized noninverting opamp shown in Fig. 5.15. The opera-
tional amplifier is assumed to have a frequency-dependent voltage gain, , and complex input and output
impedances given by  and , respectively. A complete circuit model is shown in Fig. 5.16. Note that the

Q5

vg 5, gm 1, vt rds 1, rds 3,( )–=

vr vg 5,
gm 5,

gm 5, 1 rds 5,⁄+ gmb 5,+
---------------------------------------------------⎝ ⎠
⎛ ⎞ gm 1, rds 1, rds 3,( )gm 5,
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--------------------------------------------------- vt–= =

L
gm 1, rds 1, rds 3,( )gm 5,

gm 5, 1 rds 5,⁄+ gmb 5,+
---------------------------------------------------=

Zt

Zt

ir

vr

vt

Fig. 5.14 Breaking the loop using a large ideal inductance and introducing a test signal via a large 
coupling capacitor to determine the small-signal loop gain in simulation without disturbing the 
circuit’s dc biasing.
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Fig. 5.15 A generalized noninverting feedback 
operational amplifier configuration.
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5.4 Common Feedback Amplifiers 227

gain  is the (small-signal) open-circuit gain of the opamp and is therefore not equal to the forward-path gain 
of the feedback amplifier which must include all loading.

EXAMPLE 5.10

An opamp specification indicates an input capacitance of 0.5 pF, an output resistance of 500 , a dc gain of 80
dB, and a unity-gain frequency of 100 MHz. The specification also indicates that the opamp has a phase response
of -105 degrees at the unity-gain frequency of . Find the opamp model components: , , and .

Solution
The input and output impedances are directly given in the specification.

For the gain, we adopt a second-order model similar to (5.34).

(5.54)

A dc gain of 80 dB implies . Since the unity-gain frequency, , satisfies , the dominant
pole frequency is

. (5.55)

To find the non-dominant pole frequency, we assume the dominant pole contributes –90o phase shift at , and
hence,

(5.56)

Av A

Fig. 5.16 Small-signal model of a noninverting feedback amplifier.
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228 Chapter 5 • Feedback Amplifiers

It is well known that the gain of the noninverting amplifier under ideal conditions of infinite opamp gain is

(5.57)

In order to determine the loop gain, we must analyze the circuit in Fig. 5.17. The loop is broken at the output
of the controlled-source , which models the opamp voltage gain. Since the termination impedance, , is
inserted across an ideal voltage source, its value will have no effect on the analysis. The redrawn schematic at the
bottom of Fig. 5.17 clearly shows

(5.58)

A bode plot of  gives the phase margin. Substituting (5.57) and (5.58) into (5.51) and (5.52) will give the closed-
loop frequency response and gain error. If the simplifying assumptions  and  are made (i.e.,
the opamp has relatively high input impedance and low output impedance) (5.58) reduces to a simple result.

(5.59)
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Fig. 5.17 Equivalent circuits for finding the loop gain, L(s), of a voltage feedback amplifier.
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5.4 Common Feedback Amplifiers 229

EXAMPLE 5.11

The opamp from Example 5.10 is to be used to drive a load of  in a unity-gain configuration, as
shown in Fig. 5.18. Find the dc gain error, phase margin, and bandwidth.

Solution
A unity-gain opamp configuration is a special case of the noninverting operational amplifier where  and

. Substituting these and  into (5.58), and assuming ,

(5.60)

Since the desired gain is , the closed loop gain is

(5.61)

A numerical result for the gain error is obtained using the parameter values for the opamp at dc,

(5.62)

indicating a gain error of 0.03%. 
Substituting (5.54) into equation (5.60) gives the loop gain,

(5.63)

A bode plot of (5.63) indicates a phase margin of .
Finally, the bandwidth may be found by solving for the -3dB frequency of (5.61). To simplify the analysis,

notice that the phase margin is close to  so the equivalent second pole  is playing only a small role at fre-
quencies around the closed-loop bandwidth. Hence, a first-order approximation may be used for the opamp,

. Substituting this into (5.61) results in

(5.64)

from which it straightforwardly follows that the 3-dB bandwidth is approximately  which in
this case equals .
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Fig. 5.18 Unity-gain opamp configuration.
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230 Chapter 5 • Feedback Amplifiers

In Example 5.11, an amplifier with an output impedance of  is used to drive a load of only , which one
might think would cause a reduction in the amplifier’s gain. However, a result very close to the desired gain of
unity is obtained. The voltage division between the opamp’s output impedance and load, , does
indeed show up as a term in (5.60) that reduces the open-loop gain, . But, so long as the opamp has large voltage
gain, , the open-loop gain  remains much larger than unity and the circuit continues to work as an ideal volt-
age buffer with a closed-loop gain .

EXAMPLE 5.12

What is the output impedance of the closed-loop amplifier in Example 5.11?

Solution
If the load of the closed-loop amplifier, , were equal to its output impedance,  in Fig. 5.18, the closed-loop
amplifier gain would be exactly one-half the value obtained with . In this case, the closed-loop gain with

 is almost precisely unity. Hence, we can substitute  and  into (5.61) and solve for
.

Substituting in dc values from Example 5.10,  and , gives a dc closed-loop out-
put impedance of

In general, feedback in integrated circuits provides an effective reduction in
the output impedance of an amplifier. Specifically, the output impedance of the
amplifier, including the loading of the feedback network, is reduced by a factor
approximately equal to the loop gain, . This is an important feature of feedback,
particularly in CMOS integrated circuits where low output impedance would other-
wise require high power dissipation.6 

Noninverting amplifiers are said to employ voltage feedback because the signal
being subtracted from the source is a voltage—in this case, the voltage at the nega-
tive opamp terminal. This has the effect of increasing the amplifier’s input imped-

ance; the feedback ensures the opamp input terminals are exposed to only very small differential voltages, , so
clearly very little input current is required. However, this is not a particularly exciting property since MOSFET
gates provide relatively high input impedance even without feedback. However, we shall see in the next section that
current feedback can be used to realize very low input impedances, which can be very useful when designing a
CMOS circuit to amplify current signals.

6. For example, a common-source amplifier has an output impedance that depends on its small-signal  in active mode, which is in 
turn inversely proportional to its drain current. Hence, to decrease the output impedance, the drain current must increase.
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5.4 Common Feedback Amplifiers 231

5.4.3 Transimpedance (Inverting) Amplifiers

The inverting opamp configuration shown in Fig. 5.10 may actually be thought of as a transimpedance amplifier.
It is redrawn in Fig. 5.19 with a Norton-equivalent source. Transimpedance amplifiers employ current feedback:
the branch current through  is subtracted from current coming from the source. We shall see that this results in a
low input impedance, , which is useful when the input is a current. Hence, transimpedance amplifiers are useful
when there is a high source impedance, . For example, they are used as amplifiers following sensors such as
microphones and photodetectors.

The desired gain of the transimpedance amplifier, , is the gain  obtained under conditions of very
high loop gain. Consider the case where the voltage gain of the amplifier, , is very large as shown in
Fig. 5.20. Assuming the loop is stable  remains finite, so . It follows that all of the current  must flow
through  and the output voltage is . Hence, the desired gain for the transimpedance amplifier is

(5.65)

Notice that the circuit has a current input and voltage output, so its gain is expressed in ohms.
The loop gain is obtained, as usual, by breaking the loop and injecting a test source. Note that once the source

 is zeroed, the transimpedance amplifier in Fig. 5.19 is topologically identical to the noninverting feedback
amplifier with sources zeroed in Fig. 5.17. Hence, the loop gain is the found by making the following substitutions
into (5.58):

• replace  with 
• replace  with 
• replace  with 

Zsis

vout

Zf

ZL

Zin

vi

+
-

Fig. 5.19 A generalized transimpedance amplifier.

Zf

Zi

Zs

1 β⁄ vout is⁄
Av vout vi⁄=
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vout Zfis–≅
Zf

ZL

vi 0≅
+
-

is

Fig. 5.20 A transimpedance amplifier with a very high voltage-gain amplifier, ,  and hence 
very high loop gain, .
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1
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232 Chapter 5 • Feedback Amplifiers

The results are summarized below where, as before,  and  are the input and output impedances of the opamp
respectively.

(5.66)

If it is assumed that  and , then (5.66) simplifies considerably.

(5.67)

Notice that (5.67) is identical to (5.59) for the noninverting amplifier with  and . This is satis-
fying since the undriven circuits look nearly identical for the noninverting and transimpedance feedback amplifi-
ers (with the exception of an additional impedance at the positive amplifier terminal in the noninverting
schematics of Fig. 5.15, Fig. 5.16, and Fig. 5.17).

EXAMPLE 5.13

In the inverting feedback amplifier of Fig. 5.9, adopt a first-order model for the opamp, as in Fig. 5.21 where the
input has been zeroed. Show that the system is 1st order and find the closed-loop pole.

Solution
The open-loop gain of the circuit in Fig. 5.21 may be obtained by breaking the loop at the opamp input terminals
and injecting a test signal.

The poles of the closed-loop amplifier are given by the solutions of .

(5.68)
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L s( ) Av s( ) Zi
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-----
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------------------------------------------------ Zs

Zi Zs+
----------------=

Zi Zs» Zo ZL Zf,«

L s( ) Av s( ) Zs

Zf Zs+
----------------≈

Zs Z1= Zf Z2=

Fig. 5.21 Noninverting capacitive 
feedback amplifier with simple 
opamp model and zero input.
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5.4 Common Feedback Amplifiers 233

Hence, it is a first-order system with the stable pole on the negative real axis at .
If one assumes  and , we have a pole frequency of .

Note the circuit poles can also be found by performing a direct nodal analysis of Fig. 5.21 with the loop
closed (i.e., ) and solving the resulting system of equations for . The node equation at the negative
opamp input terminal is

(5.69)

The node equation at  is

(5.70)

Substituting (5.69) into (5.70) and rearranging gives the same unique pole as in (5.68).

EXAMPLE 5.14

In Fig. 5.22 a transimpedance amplifier is realized by replacing the opamp of Fig. 5.19 with a cascade of three
common-source amplifiers. Find the loop gain, closed-loop gain, and input resistance, all at dc.

Solution
Assuming the transistors are in saturation, the small-signal equivalent circuit is shown in Fig. 5.23(a). Breaking
the loop immediately after the current source, , makes the analysis insensitive to the choice of the termina-
tion impedance, . Setting , introducing the test source , and rearranging the schematic results in
Fig. 5.23(b) from which the loop gain is derived.

The desired gain is given by (5.65). In this case

 

gmRoC2 C1 C2+ +( ) C1C2Ro( )⁄–
gmRo 1» C2 C1» gm C1⁄

vr vt= s

sC1vt– sC2 vt vy+( )– 0= vt⇒
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sC2 vy vt+( ) gmvt
vy

Ro

------+– 0=
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vout

Rf

Ibias 1, Ibias 2, Ibias 3,

Q1 Q2 Q3

Rin

CL

Fig. 5.22 A transimpedance amplifier based on NMOS common-source stages.
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234 Chapter 5 • Feedback Amplifiers

Hence, the dc closed-loop gain is

(5.71)

which very closely approaches the desired  so long as each transistor’s intrinsic gain  is significant and
 is not too small.

The input resistance is given by the value of  for which . Assuming
 in (5.71), the result is

(5.72)

For example, if  and , then . Finally, note that the circuit is a third-order
feedback system so there must be a dominant pole to ensure stability with phase margin, likely at the output node.

The input resistance of the transimpedance amplifier can be very small, even if the value of the feedback imped-
ance, , is large to provide high transimpedance gain. This is because the output of the amplifier draws additional
current from the input through . In general, increasing the loop gain reduces the input impedance proportionately.

A low input impedance is desirable when the amplifier is driven by a current sig-
nal source. But, since any linear source may be modeled by its Thevenin/Norton
equivalents, what distinguishes a voltage signal source from a current signal source?
In order to observe a current signal, one wishes to have an input impedance lower than
the source impedance. Hence, when the source impedance is high it is sensible to con-
sider the input a current signal, and a low input impedance ensures little of the avail-
able source current, , is lost in . However, when the source impedance is low, it is
easier to consider the input a voltage signal and provide a higher input impedance.
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Fig. 5.23 (a) Small-signal model of the transimpedance amplifier of Fig. 5.22. (b) Loop broken and 
test signal introduced to determine the loop gain, .L s( )
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Key Point:  If current feed-
back is used, the input-imped-
ance of the closed-loop 
amplifier is reduced compared 
to that of the amplifier without 
feedback by a factor approxi-
mately equal to the loop gain. is Zs
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5.5 Summary of Key Points 235

5.5 SUMMARY OF KEY POINTS

• When L>>1, the closed-loop system has an overall gain inversely proportional to the gain of the feedback cir-
cuit and highly insensitive to the gain of the amplifier, A. [p. 206]

• A rough estimate of the bandwidth of a feedback amplifier is given by the frequency where |L(ω)| = 1, which
is much higher than the bandwidth of A(ω). [p. 207]

• With feedback, an amplifier is exposed to signals that are approximately L times smaller than would be the
case without feedback, making it much more linear. [p. 207]

• The stability of a feedback amplifier may be checked by looking at a Bode plot of the loop gain, L(ω); so long
at the phase response is greater than –180 degres at the unity gain frequency, the feedback system is stable.
[p. 210]

• It is not enough that an amplifier simply be reliably stable—it must also reliably have large phase margin. To
avoid undesirable behavior in the frequency and step responses of the closed-loop amplifier, it is common to
require phase margins of 45 to 90 degrees. [p. 212]

• A first-order feedback amplifier is unconditionally stable with approximately 90 degrees phase margin. [p. 214]
• The closed-loop bandwidth of a feedback amplifier is ωt, independent of the amplifier’s 3-dB bandwidth, ωp1.

The settling time is 1/ωt. [p. 216]
• All-pole second-order feedback systems are unconditionally stable with a phase margin of between 90 and 0

degrees. [p. 217]
• The process of designing or modifying a feedback amplifier to have some targeted phase margin is called com-

pensation. [p. 218]
• Higher-order feedback amplifiers may be modeled using a second-order transfer function so long at they are

not approaching instability. The second pole is chosen as the frequency at which a phase response of –135
degrees is attained. [p. 220]

• Feedback systems may be analyzed in terms of their desired gain, β, and loop gain, L(ω), from which the
closed-loop amplifier’s gain, bandwidth, phase margin, and frequency response may all be inferred.
[p. 221]

• The loop gain, L(ω), may be estimated by zeroing the input, breaking the loop, and injecting a test signal. This
is an accurate approximation in the typical case where high forward gain around the loop is being traded for
increased bandwidth, accuracy, etc. [p. 223]

• Another important feature of feedback for CMOS integrated circuits is that it reduces the output-impedance of
an amplifier by a factor approximately equal to the loop gain. [p. 230]

• If current feedback is used, the input-impedance of the closed-loop amplifier is reduced compared to that of the
amplifier without feedback by a factor approximately equal to the loop gain. [p. 234]
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236 Chapter 5 • Feedback Amplifiers

5.7 PROBLEMS

5.7.1 Section 5.1: Ideal Model of Negative Feedback

5.1 An amplifier has a dc gain of . It is to be used with feedback to provide a nominal gain of 3. What 
feedback factor, , should be used? What is the resulting variation in closed loop gain if  varies by %?

5.2 An amplifier, , whose gain is , is enclosed in the ideal negative feedback loop of Fig. 5.1. 
Assuming the feedback factor, , may be set with perfect accuracy, what is the largest closed-loop gain  that 
can be realized with better than 1% accuracy?

5.7.2 Section 5.2: Dynamic Response of Feedback Amplifiers

5.3 Consider an amplifier with a transfer function

What is the approximate phase margin if this amplifier is to be used with feedback to realize a closed-loop 
amplifier with a gain of 10?

5.4 Spice simulations with  yield the Bode plots in Fig. P5.4 for . For each Bode plot:

a. Estimate the open-loop dominant pole frequency, , and equivalent second pole, .
b. Only the feedback network is changed resulting in a closed-loop gain of 10 V/V. Find the resulting phase margin

and estimate the percentage overshoot in the closed-loop step response.
c. Only the feedback network is changed resulting in a closed-loop gain of 3 V/V. Find the 3-dB bandwidth of the

resulting closed-loop amplifier? 
d. If the amplifier is to be used with an adjustable feedback network to provide closed-loop gains ranging from 1 V/V to

100 V/V, is compensation required to assure a phase margin of at least 70o?
5.5 For each of the following transfer functions, A(s), sketch the Bode plots. Will they be stable or unstable when used 

with negative feedback for a closed-loop gain of 1 (i.e. )?

a.

b.

5.6 An opamp with a unity gain frequency of  is to be used within the capacitive feedback 
inverting configuration of Fig. 5.9. What is the maximum closed-loop gain achievable while maintaining a band-
width of 5 MHz?

5.7.4 Section 5.3: First- and Second-Order Feedback Systems

5.7 Consider a first-order feedback system modeled by Fig. 5.1 with  as in (5.22) and . It is 
required that the closed-loop amplifier have a dc gain of 10. 
a. What is the value of ? 
b. Choose a value for  so that the closed-loop dc gain varies by only 0.1% under % variations in .
c. What is the resulting 3-dB bandwidth of the closed-loop amplifier?
d. What is the resulting phase margin?
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5.7 Problems 237

5.8 When operated open loop, an amplifier A(s) is modeled by (5.34).  Its 3 dB bandwidth is  kHz and 
its dc gain, , is 80 dB. When connected with negative feedback for unity gain (i.e. ), the closed loop 
amplifier is stable with 45° phase margin. The amplifier is now to be used with negative feedback for a closed-
loop dc gain of 20 dB.
a. What is the resulting bandwidth of the closed-loop amplifier?
b. What is the resulting phase margin?
c. If , , and  can each vary (independently) by %, what are the minimum bandwidth and phase 

margin that can be guaranteed for the closed-loop feedback amplifier with 20 dB of dc gain?
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238 Chapter 5 • Feedback Amplifiers

5.9 A zero is somehow introduced into the amplifier of Problem 5.8 so that

a. What is the approximate phase margin if this amplifier is to be used with feedback to realize a closed-loop
amplifier with a gain of 10 and ?

b. Repeat part (a) with ?
c. What can you conclude about the impact of a left-half plane and right-half plane zeros on the stability of 

feedback systems?
5.10 A feedback amplifier has a closed-loop desired gain of 2, a dc gain error of 1%, a closed-loop 3-dB bandwidth of 

1 MHz, and a step response with 1% overshoot. If the open-loop amplifier  has a second-order response 
all-pole response, find the dc gain.

5.11 The amplifier shown in Fig. P5.11 is formed by cascading two first-order feedback systems. Both amplifiers 
have the same transfer function, , given by (5.22) with  and . The overall cascade has 
a dc gain of 100. Estimate the overall bandwidth? How does this compare with the overall 3-dB bandwidth that 
would be obtained by implementing the entire gain of 100 in a single feedback amplifier constructed from the 
same amplifier,  (but obviously a different value of )?

5.12 Consider a system response, , with one dominant pole, and other real-axis poles, and zeros such that 

Also consider an approximating function, , given by

Show that, when  is approximated by  such that the phase of the two systems are approximately
equal at  of ,  should be equal to
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5.13 An opamp has its first pole at 3 kHz and has high-frequency poles at 130 MHz, 160 MHz, and 180 MHz. Find the 
frequency where the phase shift is  and, therefore, find the equivalent time constant that models the high-
frequency poles. How does this compare to the estimate given by equation (5.50)?

5.7.4 Section 5.4: Common Feedback Amplifiers

5.14 If the circuit of Fig. 5.15 is to be cast into the general model of Fig. 5.1, what voltages and/or currents play the 
roles of the signals ? Repeat for the circuit of Fig. 5.19.

5.15 Consider the noninverting opamp in Fig. 5.15 where ,  is a resistor with value , and  is a resistor 
that varies over the range  to . The opamp may be modeled as having infinite input impedance, 

, zero output impedance, , and a voltage gain,

a. What is the worst-case (smallest) phase margin? What is the corresponding value of ?
b. What is the worst-case (lowest) bandwidth of the closed-loop amplifier? What is the corresponding value of

?
c. What is the worst-case (largest, slowest) time-constant of the closed-loop amplifier’s step response? What is the

corresponding value of ?
5.16 You are given an opamp that may be modeled as in Fig. 5.16 with , , and 

. 
a. The opamp is used within the unity-gain buffer in Fig. 5.18. Find the exact dc gain, approximate phase margin

and closed-loop bandwidth.
b. Now, the opamp is placed within the larger feedback loop depicted in Fig. P5.16(a). What is the dc gain and

approximate phase margin?
c. A capacitor, , is inserted as shown in Fig. P5.16(b). What value is required to provide a phase margin of

? What is the resulting bandwidth?
d. Repeat part (c), but this time with the capacitor inserted as shown in Fig. P5.16(c).
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240 Chapter 5 • Feedback Amplifiers

5.17 The closed-loop system shown in Fig. P5.17(a) comprises three amplifiers in a loop, each modeled as in
Fig. P5.17(b). What is the maximum value of  for which the closed-loop system is stable?

5.18 Fig. P5.18 shows a common-gate amplifier augmented with feedback. Assume that the load resistance, . 
Ideally, all of the source current, , passes through the transistor and none is lost in the source resistance, , 
resulting in a desired small-signal gain, , of .

a. What is the value of ?
b. For the circuit in Fig. P5.18(a), estimate the dc loop gain, , in terms of the transistor’s small-signal parame-

ters: , , etc. Do so by breaking the loop at the point indicated. Assume the opamp has a voltage gain 
and infinite input impedance.

c. Combining the results in parts (a) and (b) above, write an expression for the dc gain of the closed-loop circuit,
.

d. Rewrite the expression from part (c) for the special case, .
e. Solve for the source resistance, , that causes the closed-loop gain in (c) to equal  times the result obtained

in part (d). This is a good estimate of the input resistance of the circuit, .
f. Apply the results of parts (b) – (e) to the special case pictured in Fig. P5.18(b) where the opamp is replaced by

a simple common-source amplifier.
5.19 The transimpedance amplifier in Fig. P5.19 is driven by a balanced differential input, . Assuming all current 

sources are ideal and all transistors are in saturation, draw an equivalent small-signal half circuit and use it to find 
expressions for each of the following in terms of the transistors’ small-signal parameters , , etc.
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a. Feedback factor, .
b. Loop gain, .
c. Closed-loop response, .
d. Input resistance at dc, .
e. Output resistance at dc, .

5.20 The circuit in Fig. 5.19 is to be used to provide a transimpedance gain of  to the current signal coming from 
a photodetector. The photodetector may be modeled as a current source with an impedance of 

. Assuming the core amplifier has infinite input impedance, zero output impedance, 
and a first-order response, find its dc gain and unity-gain frequency  to ensure an overall closed-loop bandwidth 
of 3 GHz.
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6

242

Basic Opamp Design 
and Compensation

This chapter describes the fundamental principles of basic opamp design. To illustrate many of these principles,
the design of a traditional opamp—namely, the two-stage CMOS opamp—is used first. This example illustrates
compensation techniques needed to ensure stability in closed-loop amplifiers as well as a number of other
important design techniques, such as ensuring zero systematic input-offset-voltage and process-insensitive lead
compensation.

Although the two-stage CMOS opamp is a classic circuit used in many integrated circuits, other architectures
have gained popularity. A few of the most important applications of opamps in analog integrated circuits are illus-
trated in Fig. 6.1. Note that in many cases, the loads being driven by the opamp are purely capacitive. This fact
may be used to advantage by designing opamps to have high output impedances, providing large voltage gain in a
single stage with relatively low power consumption. Opamps exemplifying this approach are described later in the
chapter. However, one should not overlook the potential of the two-stage opamp, which is well-suited to low-
voltage applications since it does not require a cascode output stage. Fully-differential opamps are also described.

6.1 TWO-STAGE CMOS OPAMP
The two-stage circuit architecture has historically been the most popular approach to opamp design. When properly
designed, the two-stage opamp has a performance very close to designs that employ cascode stages and is
somewhat more suitable when resistive loads need to be driven.1 It can provide a high gain and high output swing,
making it an important circuit for advanced CMOS technologies where transistor intrinsic gain and supply
voltages may be limited. Furthermore, it is an excellent example to illustrate many important design concepts that
are also directly applicable to other designs.

1. In a CMOS integrated circuit, opamp loads are often, but not always, purely capacitive.

Vreg

VDD

Fig. 6.1 Typical applications of opamps in analog integrated circuits: (a) amplification and filtering; 
(b) biasing and regulation; (c) switched-capacitor circuits.

(a) (b) (c)
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6.1 Two-Stage CMOS Opamp 243

A block diagram of a typical two-stage CMOS opamp is shown in Fig. 6.2. “Two-
stage” refers to the number of gain stages in the opamp. Fig. 6.2 actually shows three
stages—two gain stages and a unity-gain output stage. The output buffer is normally
present only when resistive loads need to be driven. If the load is purely capacitive, then
it is seldom included. The first gain stage is a differential-input single-ended output stage,
often very similar to that shown in Fig. 3.19. The second gain stage is normally a com-
mon-source gain stage that has an active load, often very similar to that shown previously
in Fig. 3.4. Capacitor  is included to ensure stability when the opamp is used with
feedback. Because  is between the input and the output of the high-gain second stage, it is often called a Miller capac-
itance since its effective capacitive load on the first stage is larger than its physical value. The third stage, when present,
is typically a source-follower, similar to that shown in Fig. 3.6.

An example of a practical CMOS version of the
two-stage opamp is shown in Fig. 6.3. In this example, it
is assumed that a capacitive load is being driven, so the
source-follower output buffer is omitted. This example
is used to illustrate many of the important design princi-
ples when realizing the two-stage amplifier.

It should be noted that the first stage has a
p-channel differential input pair with an n-channel
current-mirror active load. This is a complementary
differential gain stage to that shown previously in
Fig. 3.19. The trade-offs between having p-channel
input transistors versus this stage and the alternative
stage of Fig. 3.19 will be discussed later in this
chapter. Also, the numbers next to the transistors represent reasonable transistor sizes for a  process. Rea-
sonable sizes for the lengths of the transistor might be somewhere between 1.5 and 2 times the minimum transistor
length of a particular technology, whereas digital logic typically makes use of the minimum transistor length.

6.1.1 Opamp Gain

First we discuss the overall gain of the opamp. For low-frequency applications, this gain is one of the most critical
parameters of an opamp.

Key Point:  The classic 
two-stage opamp com-
prises a differential input 
gain stage, a common-
source second gain stage, 
and optionally a unity-gain 
output buffer stage.

CC

CC

Fig. 6.2 A block diagram of a two-stage opamp.

-A1 –A2 1

Differential
input stage

Second
gain stage

Output buffer
(optional)

Vout
Vin

Ccmp

Fig. 6.3 A CMOS two-stage 
amplifier. All transistor 
lengths are 0.3 μm and 
widths are shown in μm next 
to each transistor.
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–

Vin
+ Vout

Bias circuitry Differential-input Common-source
first stage second stage

Q7

45

RC20 μA

0.18-μm

c06.fm  Page 243  Thursday, October 27, 2011  11:47 AM



244 Chapter 6 • Basic Opamp Design and Compensation

The gain of the first stage has already been derived, resulting in (3.79), and is repeated here for convenience:

(6.1)

Recall from Chapter 1 that  is given by

(6.2)

The second gain stage is simply a common-source gain stage with a p-channel active load, Q6. Its gain is given by
(6.3)

The third stage, if included, is a common-drain buffer stage similar to that
shown in Fig. 3.6. This stage is often called a source follower, because the source
voltage follows the gate voltage, except for a level shift. When possible, it is desir-
able to tie the substrate of the source-follower device to its source in order to elimi-
nate gain degradations due to the body effect. This connection also results in a
smaller dc voltage drop from the gate to the source of the source-follower device,
which is a major limitation on the maximum positive output voltage.

EXAMPLE 6.1

Find the gain of the opamp shown in Fig. 6.3. Assume the power supply is 
and a purely capacitive load. Assume the process parameters for the  process in
Table 1.5.

Solution
First the bias currents are calculated. Since , we have

and

We can now calculate the transconductances of Q1, Q2, Q7, and Q8. Using (6.2), we have gm1= gm2 = 1.30 mA/V,
and .

Next, we estimate the output impedances of the transistors using (1.86). It should be mentioned here that
(1.86) is only of very moderate accuracy, perhaps 50 percent at best. These values for the transistor output imped-
ances can be corrected later once a SPICE analysis is run. With the use of (1.86), we find that all of the transistors
in the first stage have output impedances of approximately

The output impedances of transistors in the second stage are

Finally, using (6.1), we calculate that

Using (6.3), 

Av1 g– m1 rds2 rds4d||( )=

gm1

gm1 2μpCox
W
L
-----

⎝ ⎠
⎜ ⎟
⎛ ⎞

1

ID1 2μpCox
W
L
-----

⎝ ⎠
⎜ ⎟
⎛ ⎞

1

Ibias

2
---------= =

Av2 g– m7 rds6 rds7||( )=

Key Point:  The dc gain of 
the two-stage opamp is 
approximated by the prod-
uct of two stages, each hav-
ing a gain of approximately 
gmrds/2.

SPICE! Simu-
late this opamp 
with the pro-
vided netlist.

VDD 1.8 V=
0.18-μm

ID8 20 μA=

ID1 ID2 ID3 ID4 ID5 2⁄ W5 2W8⁄( )ID8 100 μA= = = = = =

ID6 ID7 W6 W5⁄( )ID5 300 μA= = =

gm7 3.12 mA V⁄=

rds1 rds2 rds3 rds4 37.5 kΩ= = = =

rds6 rds7 12.5 kΩ= =

Av1 g– m1 rds2 rds4||( ) 24.4–  V V⁄= =

Av2 g– m7 rds6 rds7||( ) 19.5 V V⁄–= =
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6.1 Two-Stage CMOS Opamp 245

Thus, the total gain is equal to  or 60.4 dB. Once again, it should be mentioned here that
this result is a rough approximation and should be verified using SPICE. The benefit of performing the hand cal-
culations is to see how the gain is affected by different design parameters.

6.1.2 Frequency Response

First-Order Model
We now wish to investigate the frequency response of the two-stage opamp at frequencies where the compensa-
tion capacitor, , has caused the magnitude of the gain to begin to decrease, but still at frequencies well below
the unity-gain frequency of the opamp. This corresponds to midband frequencies for many applications. This
allows us to make a couple of simplifying assumptions. First, we will ignore all capacitors except the compensa-
tion capacitor, , which normally dominates at all frequencies except around the unity-gain frequency of the
opamp.2 Second, we also assume that resistor  is not present. This resistor is included to achieve lead compen-
sation and it has an effect only around the unity-gain frequency of the opamp, as we will see when we discuss
compensation in Section 6.2. The simplified circuit used for analysis is shown in Fig. 6.4. It is worth mentioning
that this simplified circuit is often used during system-level simulations when speed is more important than accu-
racy, although aspects such as slew-rate limiting (see next subsection) should also be included in the simulation.

The second stage introduces primarily a capacitive load on the first stage due to the compensation capacitor, .
Using Miller’s theorem (Section 4.2.3), one can show that the equivalent load capacitance, , at node  is given by

(6.4)

The gain in the first stage can now be found using the small-signal model of Figure 4.37, resulting in

(6.5)

2. Recall that the unity-gain frequency of an opamp is that frequency where the magnitude of the open-loop opamp gain has decreased 
to 1.

Av1Av2 1043 V V⁄–=

CC

CC

RC

Fig. 6.4 A simplified model for the 
opamp used to find the midband 
frequency response.

Q5

Q3 Q4

Q2Q1vin
–

vin
+

Vbias

–Av2 vout

CCv1

i = gm1 vin

v2

CC

Ceq v1

Ceq CC 1 Av2+( ) CCAv2≈=

Av1
v1

vin

------ gm1Zout1–= =
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where

(6.6)

For midband frequencies, the impedance of Ceq dominates, and we can write

(6.7)

For the overall gain, we have

(6.8)

using (6.5) and (6.7). This simple equation can be used to find the approximate3 unity-gain frequency. Specifi-
cally, to find the unity-gain frequency, ωta, we set , and solve for ωta. Performing such a procedure
with (6.8), we obtain the following relationship:

(6.9)

Note here that the unity-gain frequency is directly proportional to  and inversely proportional to . Substitut-
ing (1.78) into (6.9) provides another expression for the unity-gain frequency.

(6.10)

Equation (6.10) indicates that, for a fixed unity-gain frequency, the bias
current and hence power consumption is minimized with small values of .
Ordinarily, a downside of selecting a small value for  would be increased
distortion, but this is mitigated in the case of opamps used with feedback since
only very small differential signals appear at the differential pair inputs.
Equation (6.10) presumes a square-law for ; the current is minimized
when these devices are operated in subthreshold where, from (1.122), we
have  which, when substituted into (6.9) yields

.

EXAMPLE 6.2

Using the same parameters as in Example 6.1, and assuming , what is the unity-gain frequency in Hz?

Solution
Using  and (6.9), we find that

Thus, we find that .

3. It is approximate because the higher-frequency poles are being ignored. Both of these effects will cause the unity-gain frequency to 
be slightly smaller than that calculated.

Zout1 rds2 rds4
1

sCeq

------------|| ||=

Zout1
1

sCeq

------------ 1
sCCAv2

------------------≅ ≅

Av s( ) vout

vin

--------≡ Av2Av1= Av2
gm1

sCCAv2

------------------≅ gm1

sCC

----------=

Av jωta( ) 1=

ωta
gm1

CC

--------=

gm1 CC

ωta
2ID1

Veff1CC

------------------
ID5

Veff1CC

------------------= =

Key Point:  The two-stage 
opamp’s frequency response is 
dominated by a pole at the input 
to the second stage arising from 
the introduced Miller capacitor, 
CC. A dominant-pole approxi-
mation yields a unity-gain fre-
quency of gm1/CC.

Veff1

Veff1

Q1 Q2,

gm1 sub th–( ) qID1 nkT⁄=
ωta qID1 nkTCC⁄=

CC 1 pF=

gm1 1.30 mA V⁄=

ωta
1.3 10 3– A V⁄×

1 10 12–×  F
-------------------------------------- 1.3 109⋅  rad/sec= =

fta ωta 2π( )⁄ 207 MHz= =
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6.1 Two-Stage CMOS Opamp 247

Second-Order Model
A simplified small-signal model for the two-stage opamp is shown in Fig. 6.5, where the output buffer has
again been ignored. Also, it is assumed that any parasitic poles in the first stage are at frequencies much higher
than the opamp unity-gain frequency  and that the first stage can therefore be modelled by a simple voltage-
controlled current source. In the small-signal model, we have

(6.11)

(6.12)

(6.13)

(6.14)

Note that if no output buffer is present, then  is the output load capacitance. If an output buffer is present, then
 is the load capacitance introduced by the output buffer.
To show the need for , we first assume  and perform nodal analysis at the nodes designated by 

and . The following transfer function is obtained:

(6.15)

where

(6.16)

and

(6.17)

It is possible to find approximate equations for the two poles based on the assumption that the poles are real
and widely separated.4 This assumption allows us to express the denominator, D(s), as5

(6.18)

4. If this assumption is not valid, then it is extremely difficult to properly compensate the opamp for unity-gain stability.
5. Note that the notation  implies that the root is in the left half plane if , whereas the root is in the right half plane if 

.

Fig. 6.5 A small-signal model of the two-stage opamp used for compensation analysis.

vout

gm1vin
gm7v1

v1

R1 C1

RC CC

R2 C2

ωta

R1 rds4 rds2||=

C1 Cdb2 Cdb4 Cgs7+ +=

R2 rds6 rds7||=

C2 Cdb7 Cdb6 CL2+ +=

CL2
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RC RC 0= v1

vout

Av s( ) vout

vin

--------
gm1gm7R1R2 1 sCC

gm7

----------–⎝ ⎠
⎛ ⎞

1 sa s2b+ +
--------------------------------------------------------= =

a C2 CC+( )R2 C1 CC+( )R1 gm7R1R2CC+ +=

b R1R2 C1C2 C1CC C2CC+ +( )=

1 s ωx⁄( )+[ ] ωx 0>
ωx 0<

D s( ) 1 s
ωp1
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⎛ ⎞ 1 s
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--------+⎝ ⎠
⎛ ⎞= 1 s
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248 Chapter 6 • Basic Opamp Design and Compensation

Equating the coefficients of (6.15) equal to the coefficients of (6.18) and solving for  and  results in the
following relationships. The dominant pole, , is given by

(6.19)

whereas the nondominant pole, , is given by

(6.20)

Note that, from (6.15), another zero, , is located in the right half plane and is given by

(6.21)

This zero should come as no surprise since there are two signal paths having opposite signs in the small-signal cir-
cuit of Fig. 6.5—one through the voltage-controlled current source, , and the other through the compensation
capacitor, .

From the preceding relationships for  and , we can see that, as 
increases, the separation between the first and second poles increases. This separation
tends to make the circuit more stable; hence, the use of a Miller capacitance for com-
pensation is often called pole-splitting compensation. Also note that increasing 
moves the dominant pole, , to a lower frequency without affecting the second
pole, . This effect also makes the opamp more stable.

However, a problem arises due to the right-half-plane zero, . Because the zero
is in the right half plane, it introduces negative phase shift, or phase lag, in the trans-

fer function of the opamp. This makes stability more difficult. Making  larger does not help matters because
this decreases the frequencies of both the first pole and the zero without making them more widely separated.
Indeed, because of this right-half-plane zero, it is often impossible to choose  such that the step response has no
overshoot (assuming ). Fortunately, all is not lost, since introducing  allows adequate compensation, as
we discuss in the next subsection.

EXAMPLE 6.3

Using the same parameters as in Example 6.1, and assuming  and a load capacitance , esti-
mate the second pole and zero frequencies. Suggest a design change that would increase both frequencies.

Solution
Assuming  and  are both much smaller than , we take . Substituting this and

 into (6.20),

ωp1 ωp2

ωp1

ωp1
1

R1 C1 CC 1 gm7R2+( )+[ ] R2 C2 C+ C( )+
--------------------------------------------------------------------------------------------------≅

 1
R1CC 1 gm7R2+( )
-------------------------------------------≅

 1
gm7R1R2CC

-----------------------------≅

ωp2

ωp2
gm7CC

C1C2 C2CC C1CC+ +
-----------------------------------------------------≅

 gm7

C1 C2+
-------------------≅

ωz

ωz
g– m7

CC

-----------=

gm7v1

CC

Key Point:  The two-stage 
opamp’s second pole 
arises at the output node 
and may be increased by 
increasing the second-
stage transconductance, 
gm7.

ωp1 ωp2 gm7

CC

ωp1

ωp2

ωz

CC

CC

RC 0= RC

CC 1 pF= CL2 5 pF=

Cdb6 Cdb7 CL2 C2 CL2≅ 5 pF=
gm7 3.12 mA/V=

ωp2
3.12 mA V⁄
5 pF 1 pF+
------------------------------≅ 520 106 rad/sec⋅ 2π 82.8 MHz⋅= =
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6.1 Two-Stage CMOS Opamp 249

The zero is located at

Both  and  could be increased by widening both  and , which would in turn increase . However,
doing so would also increase the current consumption of second stage.

Normally one has little control over , assuming a given maximum power dissipation is allowed. It is usually
constrained by stability requirements to be less than approximately one-half of the second-pole frequency, , as
we have seen in Section 5.3.2.6 The second pole frequency approximated in (6.20) is, in turn, dependent upon the
load capacitance via , and the power dissipation of the second stage via .

6.1.3 Slew Rate

The maximum rate at which the output of an opamp can change is limited by the finite
bias currents within it. When the input to an opamp circuit changes too quickly, the
opamp is unable to maintain a virtual ground between its inputs so the opamp tempo-
rarily sees a large differential input. The opamp’s output voltage then changes at its
maximum rate, called the slew rate, . Under slew-rate limiting, the opamp’s
response is nonlinear. The effect is illustrated in Fig. 6.6 where a large step input
causes the output to increase at its slew rate until such time as it is able to resume lin-
ear operation without exceeding the opamp slew rate. Such transient behavior is common in switched capacitor
circuits, where the slew rate is a major factor determining the circuit’s settling time.

EXAMPLE 6.4

Consider a closed-loop feedback amplifier with a first-order linear settling time constant of  and a
slew rate of . What is the time required for the output to settle when generating to a 10-mV step output
with 0.1 mV accuracy? What about a 1-V step output?

6. Assuming a unity-gain feedback configuration (  and ) this will provide over  phase margin.

ωz
3.12 mA V⁄

5 pF
------------------------------≅ 624 106 rad/sec⋅ 2π 99.3 MHz⋅= =

ωp2 ωz Q6 Q7 gm7

ωta

ωp2

β 1= ωt ωta= 60°

C2 gm7

Key Point:  The slew 
rate is the maximum rate 
at which the output of an 
opamp changes when a 
large differential input 
signal is present.

SR

time

Step
response

a small step response exhibits 
exponential (linear) settling

the step response that would be 
expected from a linear system

the actual response to large steps is at first slew-rate 
limited, with linear settling observed only at the end

slew rate

Fig. 6.6 An illustration of the effect of slew-rate limiting in opamps.

τ 0.2 μs=
1 V/μs
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Solution
The amplifier will slew-rate limit whenever the slope demanded by linear settling exceeds the maximum imposed
by slew-rate limiting. For a step height , linear settling is exponential.

(6.22)

The highest rate of change is observed right at the time of the step.

(6.23)

So long as this maximum slope is less than the slew rate, slew-rate limiting is avoided. Hence, the maximum
step size that can be tolerated without slew-rate limiting is

(6.24)

In this case, linear settling is observed as long as the output step amplitude is less than 0.2 V. For a 10-mV step, the
slope predicted by (6.23) is only 0.05 V/s, far below the specified maximum slew rate. Hence, 99% settling is
observed after .

With a 1-V step, the amplifier output will initially increase at the slew rate until it is close enough to its final
value that linear settling may begin. This happens when the output is within  of its final value. Hence, the
amplifier will be slew-rate limited for . From this time on, linear settling is
observed and  additional time constants are required for settling with 0.1 mV accuracy, as
shown in Fig. 6.7. Hence, the total settling time is . If the amplifier slew rate were made
large enough that slew-rate limiting could be avoided, the settling time would be only .

When the opamp of Fig. 6.3 is limited by its slew rate because a large input signal is present, all of the bias
current of Q5 goes into either Q1 or Q2, depending on whether  is negative or positive. When  is a large posi-
tive voltage, the bias current, , goes entirely through  and also goes into the current-mirror pair, . Thus,
the current coming out of the compensation capacitor, , (i.e., ) is simply equal to  since Q2 is off. When 
is a large negative voltage, the current-mirror pair Q3 and Q4 is shut off because  is off, and now the bias cur-
rent, , goes directly into . In either case, the maximum current entering or leaving  is simply the total bias
current, .7

7. To ensure this  must be taken greater than , otherwise when the output voltage is slewing downward some current remains 
flowing in  and the total available current to charge  is only .

Vstep

vo Vstep 1 e t τ⁄––( )=

dvo

dt
--------

max

dvo

dt
--------

t 0=

Vstep

τ
-----------= =

Vstep max, SR τ⋅<

0.1 10⁄( )τln– 4.6τ 0.92 μs= =

Vstep max,

1 V 0.2 V–( ) 1 V/μs⁄ 0.8 μs=
0.1 200⁄( )ln– 7.6=

0.8 μs 7.6τ+ 2.32 μs=
0.1 1000⁄( )ln τ– 1.84 μs=

t

1 V

SR

Fig. 6.7 The effect of slew rate limiting upon the settling of Example 6.4 with a 1-V step output.
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6.1 Two-Stage CMOS Opamp 251

Defining the slew rate to be the maximum rate that  can change, and recalling that , we have

(6.25)

where we used the charge equation , which leads to  . Since , we can
also write

(6.26)

where  is the original bias current of  with no signals present. Also, using (6.9), we have , and
substituting this into (6.26), we have

(6.27)

Recalling that

 (6.28)

and

(6.29)

from Chapter 1, we finally have another relationship for the slew-rate value.

(6.30)

Since stability demands that  be lower than , the only ways of improving the slew
rate for a properly-compensated two-stage CMOS opamp is to increase  or .

EXAMPLE 6.5

Using the same parameters as in Example 6.1, and assuming , what is the slew rate? What circuit
changes could be made to double the slew rate but keep  and bias currents unchanged?

Solution
From (6.26), we have

(6.31)

To double the slew rate while maintaining the same bias currents,  should be set to . To maintain the
same unity-gain frequency,  should be halved, which can be accomplished by decreasing the widths of  and

 by 4 (i.e., one could let ). 

v2 vout v2≅

SR
d vout

d t
------------

max

≡
ICC max

CC

--------------- ID5

CC

-------= =

q CV= I dq dt⁄= = C dV dt⁄( ) ID5 2ID1=

SR 2ID1

CC

---------- ID5

CC

-------= =

ID1 Q1 CC gm1 ωta⁄=

SR 2ID1ωta

gm1

------------------=

gm1 2μpCox
W
L
-----⎝ ⎠

⎛ ⎞
1

ID1=

Veff1
2ID1

μpCox W L⁄( )1

----------------------------------=

Key Point:  The only 
ways of improving the 
slew rate of a two-
stage opamp is to 
increase Veff1 or ωp2.

SR
2ID1

2μpCox W L⁄( )1ID1

-------------------------------------------------ωta Veff1ωta= =

ωta ωp2

Veff1 ωp2

CC 1 pF=
ωta

SR 200 μA
1 pF

------------------- 200 V μs⁄= =

CC 0.5 pF
gm1 Q1

Q2 W1 W2 9 μm= =
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Assuming a fixed power consumption, and hence fixed bias currents, increasing  improves the slew rate (6.30)
and helps to minimize distortion, but also lowers the transconductance of the input stage which decreases the dc
gain (6.1), and increases the equivalent input thermal noise (see Chapter 9).

6.1.4 n-Channel or p-Channel Input Stage

The two-stage opamp shown in Fig. 6.3 and discussed thusfar has p-channel input transistors. It is also possible to
realize a complementary opamp where the first stage has an n-channel differential pair and the second stage is a
common-source amplifier having a p-channel input drive transistor. The choice of which configuration to use
depends on a number of trade-offs that are discussed here.

First, the overall dc gain is largely unaffected by the choice since both designs have one stage with one or
more n-channel driving transistors, and one stage with one or more p-channel driving transistors.

Having a p-channel input first stage implies that the second stage has an n-channel input drive transistor.
This arrangement maximizes the transconductance of the drive transistor of the second stage, which is critical
when high-frequency operation is important. As shown in Section 6.1.2, the equivalent second pole, and there-
fore the unity-gain frequency as well, are both proportional to the transconductance of the second stage.

Another consideration is whether a p-channel or n-channel source-follower output stage is desired. Typically,
an n-channel source follower is preferable because this will have less of a voltage drop. Also, since an n-channel
transistor has a higher transconductance, the effect on the equivalent second pole due to its load capacitance is
minimized, which is another important consideration. Finally, there is less degradation of the gain when small load
resistances are being driven. The one disadvantage of having an n-channel source follower is that, for n-well
processes, it is not possible to connect the source to the substrate, thereby minimizing the voltage drop. Finally,
note that, for opamps that drive purely capacitive loads, the buffer stage should not be included, and for this case,
the output stage is clearly not a consideration.

Noise is another important consideration when choosing which input stage
to use. Perhaps the major noise source of MOS opamps is due to 1/f noise caused
by carriers randomly entering and leaving traps introduced by defects near the
semiconductor surface. This 1/f noise source can be especially troublesome
unless special circuit design techniques are used.8 Typically, p-channel transis-
tors have less 1/f noise than n-channel transistors since their majority carriers
(holes) have less potential to be trapped in surface states. Thus, having a first-
stage with p-channel inputs minimizes the output noise due to the 1/f noise. The
same is not true when thermal noise is considered. When thermal noise is
referred to the input of the opamp, it is minimized by using input transistors that

have large transconductances, which unfortunately degrades the slew rate. However, when thermal noise is a
major consideration, then a single-stage architecture, such as a folded-cascode opamp, is normally used.

In summary, when using a two-stage opamp, a p-channel input transistor for the first stage is almost always
the best choice because it optimizes unity-gain frequency and minimizes 1/f noise, with the major disadvantage
being an increase in wideband thermal noise.

6.1.5 Systematic Offset Voltage

When designing the two-stage CMOS opamp, if one is not careful, it is possible that the design will have an
inherent (or systematic) input-offset voltage. Indeed, this was the case for many of the original designs used in

8. Some useful circuit techniques to reduce the effects of 1/f noise are correlated double sampling and chopper stabilization. 

Veff1

Key Point:  When using a 
two-stage opamp, p-channel 
input transistors are almost 
always the best choice for the 
first stage because they offer 
larger unity-gain frequency 
and lower 1/f noise, with the 
major disadvantage being an 
increase in wideband thermal 
noise.
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6.1 Two-Stage CMOS Opamp 253

production integrated circuits. To see what is necessary to guarantee that no inherent input-offset voltage exists,
consider the opamp shown in Fig. 6.3. When the differential input voltage is zero (i.e, when ), the out-
put voltage of the first stage, , should be that which is required to make  equal to its bias current, . Spe-
cifically, the value of  should be given by

(6.32)

When the differential input voltage is zero, the drain voltages of both Q3 and Q4 are equal by arguments of sym-
metry. Therefore, the output voltage of the first stage, , is given by

(6.33)

This value is the voltage necessary to cause  to be equal to , or, in other words, to satisfy (6.32). If this value
is not achieved, then the output of the second stage (with ) would clip at either the negative or positive rail
since this stage has such a high gain.9 However, the gate-source voltage of  is given by

(6.34)

so equating (6.32) and (6.34) to satisfy (6.33) results in

(6.35)

or, equivalently,

(6.36)

This equality, when the current density of  is equal to the current density of , guarantees that they both have
the same effective gate-source voltages.

Since

(6.37)

we see that the necessary condition to ensure that no input-offset voltage is present is

(6.38)

which is satisfied for the sizes shown. Note that this analysis ignores any voltage drop in a output buffer source-
follower stage (not shown in Fig. 6.3) and any mismatches between the output impedance of p-channel and
n-channel transistors. Fortunately, these effects cause only minor offset voltages, and by satisfying (6.38), offset
voltages on the order of 5 mV or less can be obtained.

9. When the opamp is incorrectly designed to have an inherent input-offset voltage, feedback will cause the differential input voltage 
of the first stage to be equal to a nonzero voltage needed to ensure that the second stage does not clip.

V in
+ V in

–=
VGS7 ID7 ID6

VGS7

VGS7
2ID6

μnCox W L⁄( )7

---------------------------------- Vtn+=

VGS7

VGS7 VDS3 VGS4= =

ID7 ID6

Q6 Q7,
Q4

VGS4
2ID4

μnCox W L⁄( )4

---------------------------------- Vtn+=

2ID4

μnCox W L⁄( )4

---------------------------------- 2ID6

μnCox W L⁄( )7

----------------------------------=

ID4

W L⁄( )4

------------------- ID6

W L⁄( )7

-------------------=

Q4 Q7

ID6

ID4

------ ID6

ID5 2⁄
------------- W L⁄( )6

W L⁄( )5 2⁄
--------------------------= =

W L⁄( )7

W L⁄( )4

------------------- 2 W L⁄( )6

W L⁄( )5

-------------------=

c06.fm  Page 253  Thursday, October 27, 2011  11:47 AM



254 Chapter 6 • Basic Opamp Design and Compensation

EXAMPLE 6.6

Consider the opamp of Fig. 6.3, where  and  are each changed to widths of , and we want the output
stage to have a bias current of . Find the new sizes of  and , such that there is no systematic offset
voltage.

Solution
Since  determines the bias current of the output stage, and since it should have 2-times more current than , its
width should be 2-times greater than , resulting in

(6.39)
For , we use (6.38), which leads to

(6.40)

6.2 OPAMP COMPENSATION
This section discusses using opamps in closed-loop configurations and how to compensate an opamp to ensure
that the closed-loop configuration is not only stable, but also has good settling characteristics. Although the two-
stage opamp is used as an example, almost all the material discussed here applies to other opamps as well.

Optimum compensation of opamps is typically considered to be one of the most difficult parts of the opamp
design procedure. However, if the systematic approach taken here is used, then a straightforward procedure can be
followed that almost always results in a near-optimum compensation network.

6.2.1 Dominant-Pole Compensation and Lead Compensation

The two most popular tools available to analog circuit designers for opamp compensation are dominant-pole com-
pensation and lead compensation.

Dominant-pole compensation is performed by forcing a feedback system’s
open-loop response to be closely approximated by a first-order response up to the
loop’s unity gain frequency. As described in Section 5.3.1, first-order feedback
systems are unconditionally stable with at least  phase margin. Unfortunately,
opamp circuits generally have multiple poles and zeros. Increasing the frequency
of poles in a circuit is not generally practical since that would demand increased
power consumption or some other undesirable trade-off. Hence, the easiest way to
make the system behave like a first-order system is to intentionally decrease the

frequency of one dominant pole, making it much lower than the other poles and zeros of the system. The idea is
illustrated in Fig. 6.8 which plots the open loop response, . Recall that  is the product of the amplifier
response and the feedback network response, . During dominant-pole compensation the pole frequency

 has been decreased to a new much lower frequency. The result is a decrease in the unity-gain frequency of
, , and an attendant increase in phase margin.

A further increase in phase margin is obtained by lead compensation which introduces a left half-plane zero, ,
at a frequency slightly greater than . If done properly, this has minimal effect on the unity-gain frequency, but does
introduce an additional approximately  phase shift around the unity-gain frequency. This results in a higher
unity-gain frequency for a specified phase margin than would be attainable using dominant-pole compensation alone.
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6.2 Opamp Compensation 255

In Fig. 6.8, both dominant-pole and lead compensation are illustrated
having minimal impact on the dc loop gain and the other pole and zero fre-
quencies. Depending upon the specific circuit implementation of the com-
pensation, the situation may be somewhat more complicated. The approach
is next described in detail for a classic two-stage opamp.

6.2.2 Compensating the Two-Stage Opamp

Stability and phase margin depend upon the loop gain of a feedback amplifier, , whereas
our analysis so far has focused on the response of the amplifier alone, . The feedback
network must be accounted for in compensation. It was shown in Section 5.4 that for either
inverting or noninverting opamp configurations, the undriven circuit is as shown in Fig. 6.9
and that assuming the opamp has relatively high input impedance and an output impedance
smaller than the load or feedback network, the loop gain may be approximated as

(6.41)

Fig. 6.8 A Bode plot of open-loop gain illustrating dominant-pole and lead compensation.
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256 Chapter 6 • Basic Opamp Design and Compensation

Although there are several different possible ways to factor 
into  and ,10 the following straightforward approximation

 may be adopted and it is assumed for analysis
that  is constant up to the loop’s unity gain frequency. For example,
in a unity gain configuration,  and . For an accu-
rate determination of phase margin, simulation may be used to prop-
erly account for the impact of loading.

The capacitor, , controls the dominant first pole, (i.e., ), and
thereby the loop’s unity-gain frequency, .

 (6.42)
Hence, by properly selecting the value of  dominant-pole compensation can be achieved.

Lead compensation is achieved using . If the small-signal model of Fig. 6.5 is reanalyzed with a nonzero
RC, then a third-order denominator results. The first two poles are still approximately at the frequencies given by
(6.19) and (6.20). The third pole is at a high frequency and has almost no effect. However, the zero is now deter-
mined by the relationship

(6.43)

This result allows the designer a number of possibilities. One could take

(6.44)

to eliminate the right-half-plane zero altogether. Alternatively, one could choose  to be larger and thus move the
right-half-plane zero into the left half plane to cancel the nondominant pole, . Setting (6.43) equal to (6.20) and
solving for  results in the following equation for :

(6.45)

Unfortunately,  is often not known a priori, especially when no output stage is present.
The third possibility (recommended by the authors) is to choose  even larger to move the now left-half-

plane zero to a frequency slightly greater than the unity-gain frequency that would result if the lead resistor were
not present [Roberge, 1975]. For example, if the new zero frequency is taken 70% higher than the unity-gain
frequency, it will introduce a phase lead of . For this case, one should satisfy the following
equation:

(6.46)

Assuming , then . Recalling from (6.42) that , then one should
choose  according to

(6.47)

10. In Chapter 5,  was defined as the inverse of the desired closed-loop gain. Therefore, depending upon the configuration and 
application of the circuit,  may be taken as  (inverting configuration),  (noninverting configuration), or 

 (transimpedance feedback amplifier).
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Fig. 6.9 An undriven opamp circuit 
with a general feedback network.
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6.2 Opamp Compensation 257

Finally, the lead compensation resistor  may be replaced by a transistor operating in the triode region, as
illustrated in Fig. 6.10. Transistor  has  since no dc bias current flows through it, and therefore Q9 is
deep in the triode region. Thus, this transistor operates as a resistor, , with a value given by

(6.48)

It should be noted here that  indicates the drain-source resistance of  when it
is in the triode region as opposed to the finite-output impedance of Q9 when it is
in the active mode. The same notation, , is used to indicate the drain-source
resistance in both cases—whether the transistor is in the active or the triode
region. One simply has to check which region a transistor is operating in to
ensure that the correct equation is used to determine .

This approach leads to the following design procedure for compensation of
a two-stage CMOS opamp:

1. Start by choosing, somewhat arbitrarily, . This initially places the loop’s unity gain
frequency (6.42) approximately at the frequency of the second pole (6.20), where it has been assumed that
the load capacitance  is dominant.

2. Using SPICE, find the frequency at which a –125° phase shift exists. Let the gain at this frequency be
denoted . Also, let the frequency be denoted ωt. This is the frequency that we would like to become the
unity-gain frequency of the loop gain.

3. Choose a new  so that  becomes the unity-gain frequency of the loop gain, thus resulting in a 
phase margin. (Obtaining this phase margin is the reason we chose –125° in step 2.) This can be achieved
by taking  according to the equation

(6.49)

It might be necessary to iterate on  a couple of times using SPICE.
4. Choose RC according to

(6.50)

This choice will increase the phase margin approximately  resulting in a total phase margin of approx-
imately . It allows a margin of  to account for processing variations without the poles of the closed-loop
response becoming real. This choice is a lso almost optimum lead compensation for almost any opamp

RC

Fig. 6.10 The common-
source second stage of a 
CMOS two-stage amplifier, 
showing the lead compen-
sation resistor  replaced 
by triode transistor .
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258 Chapter 6 • Basic Opamp Design and Compensation

when a resistor is placed in series with the compensation capacitor. It might be necessary to iterate on 
a couple of times to optimize the phase margin because the unity-gain frequency may be shifted some-
what by the lead compensation, and because (6.50) assumes . However, one should check
that the gain continues to steadily decrease at frequencies above the new unity-gain frequency; otherwise,
the transient response can be poor. This situation sometimes occurs when unexpected zeros at frequencies
only slightly greater than  are present.

5. If, after step 4, the phase margin is not adequate, then increase CC while leaving RC constant. This will
move both  and the lead zero to lower frequencies while keeping their ratio approximately constant,
thus minimizing the effects of higher-frequency poles and zeros which, hopefully, do not also move to
lower frequencies. In most cases, the higher-frequency poles and zeros (except for the lead zero) will not
move to significantly lower frequencies when  is increased.

6. The final step is to replace RC by a transistor. The size of the transistor can be chosen using equation
(6.48), which is repeated here for convenience:

(6.51)

Finally, SPICE can be used again to fine-tune the device dimensions to optimize the phase margin to that
obtained in steps 4 and 5.

Not only does the procedure just described apply to the two-stage opamp, but it (or a very similar procedure) has
been found to be almost optimum for compensating most types of opamps.

EXAMPLE 6.7

An opamp has an open-loop transfer function given by

(6.52)

Here,  is the dc gain of the opamp and  are the frequencies of a zero, the dominant pole, and the
equivalent second pole, respectively. Assume that  and that . The opamp is to be
used in a unity-gain configuration so that  and .

a. Assuming , find  and the unity-gain frequency, , so that the opamp has a unity-gain phase
margin of 55°.

b. Assuming  (where  is as found in part (a)), what is the new unity-gain frequency, ? Also,
find the new phase margin.

Solution
First, note that at frequencies much greater than the dominant-pole frequency (i.e., ), such as the unity-
gain frequency, (6.52) can be approximated by

(6.53)

(a) For  we use (6.53) to find the phase angle at :

(6.54)
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6.2 Opamp Compensation 259

For a phase margin of , we need

(6.55)

Setting (6.54) equal to (6.55) and solving for  results in

(6.56)

Next, setting  and again using (6.53) results in

(6.57)

(b) First, we set
(6.58)

To find the new unity-gain frequency, setting  in (6.53) now gives

(6.59)

This equation can be solved for the new unity-gain frequency. Both sides can be squared, resulting in a quadratic
equation in , which can be solved exactly. Alternatively, the value for  found in part (a) can be used as an initial
guess, and (6.59) can be solved iteratively. After four iterations, one finds that . This unity-gain
frequency is a 14 percent increase over that found in part (a). We can solve for the new phase shift by using

(6.60)

Note that this phase value gives a phase margin of 85°, which is a 30° improvement. In practice, the improve-
ment may not be this great due to additional high-frequency poles and zeros (which have been ignored here).
Regardless of this degradation, the improvement from using lead compensation is substantial.

6.2.3 Making Compensation Independent of Process and Temperature

This section shows how lead compensation can be made process and temperature insensitive. Repeating equations
(6.9) and (6.20) here, we have

(6.61)

and

(6.62)
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260 Chapter 6 • Basic Opamp Design and Compensation

We see here that the second pole is proportional to the transconductance of the drive transistor of the second stage,
. Also, the unity-gain frequency is proportional to the transconductance of the input transistor of the first stage,
. Furthermore, the ratios of all of the transconductances remain relatively constant over process and tempera-

ture variations since the transconductances are all determined by the same biasing network.11 Also, most of the
capacitances also track each other since they are primarily determined by gate oxides. Repeating (6.43), when a
resistor is used to realize lead compensation, the lead zero is at a frequency given by

(6.63)

Thus, if  can also be made to track the inverse of transconductances, and in particular , then the lead
zero will also be proportional to the transconductance of . As a result, the lead zero will remain at the same
relative frequency with respect to  and , as well as all other high-frequency poles and zeros. In other
words, the lead compensation will be mostly independent of process and temperature variations.

It turns out that  can be made proportional to  as long as  is realized by a transistor in the triode
region that has an effective gate-source voltage proportional to that of . To see this result, recall that  is actu-
ally realized by , and therefore we have

(6.64)

Also,  is given by

(6.65)

Thus, the product , which we want to be a constant, is given by

(6.66)

Therefore, all that remains is to ensure that  is inde-
pendent of process and temperature variations since clearly the
remaining terms depend only on a geometric relationship. The
ratio  can be made constant by deriving  from
the same biasing circuit used to derive . Specifically, con-
sider the circuit shown in Fig. 6.11 which consists of a bias
stage, the second stage, and the compensation network of the
two-stage opamp. First we must make , which is pos-
sible by making . These two effective gate-
source voltages can be made equal by taking

(6.67)

Squaring and simplifying, we see that the following condition
must be satisfied:

(6.68)

11. The ratio  is relatively constant for a given process but often varies considerably from process to process (say, from  
to  CMOS processes).
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Fig. 6.11 The bias circuit, second stage, 
and compensation circuit of the two-stage 
opamp.
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6.3 Advanced Current Mirrors 261

However, the ratio  is set from the current mirror pair , resulting in

(6.69)

Thus, to make , from (6.68) and (6.69), we need to satisfy the following relationship:

(6.70)

Assuming this condition is satisfied, we have , and therefore we also have . Since the gates
of  and  are connected and their source voltages are the same, we also have . Next, using these
gate-source relationships and noting that , we can write

(6.71)

Finally, substituting (6.71) into (6.66), we have the product , given by

(6.72)

which is only dependent on geometry and not on processing or temperature variations.
As a result, we have guaranteed that the drain-source resistance of a transistor in the triode region is inversely

matched to the transconductance of a different transistor. This relationship can be very useful for many other
applications as well. Indeed, in Chapter 7 we will see that it’s quite simple to make all of the transconductances of
transistors in a microcircuit match the conductance of a single off-chip resistor. This approach results in the possi-
bility of on-chip “resistors,” realized by using triode-region transistors that are accurately ratioed with respect to
a single off-chip resistor. This relationship can be very useful in modern circuit design.

6.3 ADVANCED CURRENT MIRRORS

6.3.1 Wide-Swing Current Mirrors

As newer technologies with shorter channel lengths are
used, it becomes more difficult to achieve reasonable
opamp gains due to transistor output-impedance degrada-
tion caused by short-channel effects. As a result, design-
ers are often forced to use cascode current mirrors.
Unfortunately, the use of conventional cascode current
mirrors limits the signal swings available, which may not
be tolerated in certain applications. Fortunately, circuits
exist that do not limit the signal swings as much as the
current mirrors discussed in Chapter 3. One such circuit
is shown in Fig. 6.12 and is often called the “wide-swing
cascode current mirror” [Sooch, 1985; Babanezhad,
1987].
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Fig. 6.12 The wide-swing cascode current.
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262 Chapter 6 • Basic Opamp Design and Compensation

The basic idea of this current mirror is to bias the drain-source voltages of transistors  and  to be close to
the minimum possible without them going into the triode region. Specifically, if the sizes shown in Fig. 6.12 are
used, and assuming the classical square-law equations for long channel-length devices are valid, transistors Q2
and Q3 will be biased right at the edge of the triode region. Before seeing how these bias voltages are created, note
that the transistor pair  acts like a single diode-connected transistor in creating the gate-source voltage for

. These two transistors operate very similarly to how  alone would operate if its gate were connected to its
drain. The reason for including  is to lower the drain-source voltage of  so that it is matched to the drain-
source voltage of . This matching makes the output current, , more accurately match the input current, . If

 were not included, then the output current would be a little smaller than the input current due to the finite out-
put impedances of  and . Other than this,  has little effect on the circuit’s operation.

To determine the bias voltages for this circuit, let  be the effective gate-source voltage of Q2 and Q3, and
assume all of the drain currents are equal. We therefore have

(6.73)

Furthermore, since  has the same drain current but is  times smaller, we have
(6.74)

Similar reasoning results in the effective gate-source voltages of  and  being given by
(6.75)

Thus,
(6.76)

Furthermore,
(6.77)

This drain-source voltage puts both Q2 and Q3 right at the edge of the triode region. Thus, the minimum allowable
output voltage is now

(6.78)

A common choice for  might be simply unity, in which case the current mirror operates correctly as long as
(6.79)

With a typical value of Veff between 0.2 V and 0.25 V, the wide-swing current mirror can guarantee that all of the
transistors are in the active (i.e., saturation) region even when the voltage drop across the mirror is as small as
0.4 V to 0.5 V.

However, there is one other requirement that must be met to ensure that all transistors are in the active region.
Specifically, we need

(6.80)

to guarantee that  is in the active region. To find , we note that the gate of  is connected to the drain of
, resulting in

(6.81)

As a result, one need only ensure that  be greater than  for  to
remain in the active region—not a difficult requirement.

It should be noted that this circuit was analyzed assuming the bias
current, , equals the input current, . Since, in general,  may be a
varying current level, there is some choice as to what  value should be
chosen. One choice is to set  to the largest expected value for . Such a
choice will ensure that none of the devices exit their active region, though
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Vtn nVeff Q4

Ibias I in I in

Ibias

Ibias I in

c06.fm  Page 262  Thursday, October 27, 2011  11:47 AM



6.3 Advanced Current Mirrors 263

the drain-source voltage of  and  will be larger than necessary except when the maximum  is applied. As a
result, some voltage swing will be lost. Perhaps the more common choice in a wide-swing opamp is to let 
equal the nominal value of . With this setting, some devices will enter triode and the output impedance will be
reduced for larger  values (say, during slew-rate limiting), but such an effect during transient conditions can
often be tolerated.

Before leaving this circuit, a few design comments are worth mentioning. In most applications, an experi-
enced designer would take  smaller than the size given in Fig. 6.12 to bias transistors Q2 and Q3 with
slightly larger drain-source voltages than the minimum required (perhaps 0.1 V larger). This increase accounts for
the fact that practical transistors don’t have a sharp transition between the triode and active regions. This increase
would also help offset a second-order effect due to the body effect of  and , which causes their threshold volt-
ages to increase, which tends to push  and  more into the triode region. In addition, to save on power dissipa-
tion, the bias branch consisting of Q5 and Ibias might be scaled to have lower currents while keeping the same
current densities and, therefore, the same effective gate-source voltages. A final common modification is to
choose the lengths of Q2 and Q3 just a little larger than the minimum allowable gate length (as the drain-source
voltage across them is quite small), but Q1 and Q4 would be chosen to have longer gate lengths since the output
transistor (i.e., Q1) often has larger voltages across it. A typical size might be twice the minimum allowable chan-
nel length. This choice of gate lengths helps eliminate detrimental short-channel effects, such as the drain-to-sub-
strate leakage currents of Q1 that might otherwise result. Minimizing the lengths of Q2 and Q3 maximizes the
frequency response, as their gate-source capacitances are the most significant capacitances contributing to high-
frequency poles.

6.3.2 Enhanced Output-Impedance Current Mirrors and Gain Boosting

Another variation on the cascode current mirror is often referred
to as the enhanced output-impedance current mirror. A simplified
form of this circuit is shown in Fig. 6.13, and it is used to increase
the output impedance. The basic idea is to use a feedback ampli-
fier to keep the drain-source voltage across Q2 as stable as possi-
ble, irrespective of the output voltage. The addition of this
amplifier ideally increases the output impedance by a factor equal
to one plus the loop gain over that which would occur for a classi-
cal cascode current mirror. Specifically, using the results from
Chapter 3, 

(6.82)

In practice, the output impedance might be limited by a parasitic
conductance between the drain of Q1 and its substrate due to
short-channel effects. This parasitic conductance is a result of collisions between highly energized electrons
resulting in electron-hole pairs to be generated with the holes escaping to the substrate. The generation of these
electron-hole pairs is commonly called impact ionization. Stability of the feedback loop comprising the amplifier

 and  must of course be verified.
The same technique can be applied to increase the output impedance of a cascode gain stage, as shown in

Fig. 6.14. The gain of the stage is given by

(6.83)

where  is now a function of frequency and given by

(6.84)
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Fig. 6.13 The enhanced output-
impedance current mirror.
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264 Chapter 6 • Basic Opamp Design and Compensation

Note that the gain is increased over a conventional cascode amplifier by a factor
. The technique is therefore called gain-boosting, and may be used to

improve the dc gain of opamp circuits described later in this chapter. Note that
gain-boosting is only realized if the output impedance the current mirror active
load, denoted  in Fig. 6.14, is similarly enhanced.

EXAMPLE 6.8

Assume an amplifier, , has a transfer function
given by

(6.85)

around its unity-gain frequency. Find approximate
equations for any additional poles and/or zeros intro-
duced by the gain enhancement circuit that are signifi-
cant around the unity-gain frequency of the common-
source amplifier shown in Fig. 6.14. 

Solution
Note that at high frequencies, it is not possible to
assume that . Working with conduc-

tances, we have

(6.86)

which can be inserted into (6.83) giving

(6.87)

Substituting (6.85) into (6.87) and rearranging gives 

(6.88)

From (6.88), we see that there is a left-hand-plane zero at a frequency given by

(6.89)

which is the approximate unity-gain frequency of the amplifier, . Also, there are two poles, but the pole at dc
is not accurate since we have made use of approximate equations that are valid only near the unity-gain frequency

Key Point:  Auxiliary amplifiers 
may be used to enhance the 
output impedance of cascode 
current mirrors and gain stages, 
thereby boosting dc gain.
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Fig. 6.14 A cascode amplifier with gain-boosting.
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6.3 Advanced Current Mirrors 265

of the amplifier. However, the other pole location is a good approximation and it occurs in the left-half-plane
given by (after some rearranging)

(6.90)

Here, we have defined

(6.91)

which is approximately the output impedance of the cascode mirror without enhancement and is quite a large
value. Furthermore, note that the term  is a value near the unity-gain frequency of the amplifier, and there-
fore, typically the first term in (6.90) dominates. Thus, the added pole frequency is approximately given by

(6.92)

Therefore, like the new zero, the new pole also occurs around the unity-gain frequency of the amplifier, and their
effects mostly cancel each other out. In addition, if the unity-gain frequency of the enhancement loop is greater
than the unity-gain frequency of the opamp, the frequency response of the enhancement amplifier shouldn’t have
a large detrimental effect on the overall frequency response.

The enhanced output-impedance current mirror appears to
have been originally proposed in [Hosticka, 1979] for single-
ended input amplifiers and more recently described almost simul-
taneously in [Bult, 1990] and [Säckinger, 1990] for differential-
input amplifiers. Bult proposed that complete opamps be used for
each current mirror. In a modern fully differential opamp, this
might increase the number of opamps by four, although these
extra opamps can be scaled to have less power dissipation. The
implementation proposed by Säckinger is shown in Fig. 6.15. The
feedback amplifier in this case is realized by the common-source
amplifier consisting of Q3 and its current source . Assuming
the output impedance of current source  is approximately equal
to , the loop gain will be , and the final ideal output
impedance will be given by

(6.93)

The circuit consisting of Q4, Q5, Q6, , and  operates almost identically to a diode-connected transistor, but is
used instead to guarantee that all transistor bias voltages are accurately matched to those of the output circuitry
consisting of Q1, Q2, Q3, and . As a result,  will very accurately match .

The Säckinger realization is much simpler than that proposed by Bult, but has a major limitation in that the
signal swing is significantly reduced. This reduction is a result of Q2 and Q5 being biased to have drain-source
voltages much larger than the minimum required. Specifically, their drain-source voltages are given by

(6.94)

rather than the minimum required, which would be equal to . This limitation is especially harmful for modern
technologies operating with power supply voltages of 3.3 V or lower. In the next subsection, an alternative realiza-
tion is described that combines the wide-swing current mirror with the enhanced output-impedance circuit.
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Fig. 6.15 The Säckinger implementation 
of the enhanced output-impedance 
current mirror.
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266 Chapter 6 • Basic Opamp Design and Compensation

6.3.3 Wide-Swing Current Mirror with Enhanced Output Impedance

This current mirror was originally described in [Gatti, 1990] for use in current-mode continuous-time filters and
was then used in the design of wide-signal-swing opamps [Coban, 1994; Martin, 1994]. It is very similar to the
enhanced output-impedance current mirrors of [Säckinger, 1990], except that diode-connected transistors used as
level shifters have been added in front of the common-source enhancement amplifiers, as shown in Fig. 6.16. At
the output side, the level shifter is the diode-connected transistor, Q4, biased with current . The circuitry at the
input basically acts as a diode-connected transistor while ensuring that all bias voltages are matched to the output
circuitry so that  accurately matches . Shown next to each transistor is a reasonable width in . Note that
for the case in which

(6.95)

all transistors are biased with nearly the same current density, except for  and . As a result, all transistors
have the same effective gate-source voltages, , except for  and , which have gate-source voltages of 
because they are biased at four times the current density. Thus, we find that the gate voltage of  equals

(6.96)

and the drain-source voltage of  is given by

(6.97)

Therefore, Q2 is biased on the edge of the triode region and the minimum output voltage is given by

(6.98)

With the shown values for the W/L ratios, the power dissipation would be almost doubled over that of a clas-
sical cascode current mirror, assuming  is set to one-seventh the nominal or maximum input current value, .
However, it is possible to bias the enhancement circuitry at lower densities and thereby save on power dissipation,
albeit at the expense of speed, as the additional poles introduced by the enhancement circuitry would then be at
lower frequencies.

A slightly modified version of the wide-swing enhanced output-impedance mirror is shown in Fig. 6.17.
This variation obtains the bias voltage of the cascode transistor of the input diode-connected branch from the
bias-generation circuitry of Fig. 6.3. This circuit suffers slightly with regard to large-signal dc matching, but has
less power dissipation and area than the circuit of Fig. 6.16. Notice also that  of Fig. 6.16 has now been

Fig. 6.16 A wide-swing current mirror with enhanced output impedance. Current source  is 
typically set to the nominal or maximum input current, .
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6.3 Advanced Current Mirrors 267

separated into two transistors,  and , in Fig. 6.17. This change allows one to design an opamp without the
output-impedance enhancement, but with wide-swing mirrors. Then, when output-impedance enhancement is
desired, one simply includes the appropriate enhancement amplifiers and the only change required to the origi-
nal amplifier is to connect the gates of the output cascode mirrors of the appropriate current mirrors to the
enhancement amplifiers rather than the bias-generation circuit. Finally, it has been found through simulation that
the modified circuit of Fig. 6.17 is less prone to instability than the circuit of Fig. 6.16.

It is predicted that this current mirror
will become more important as the newer
technologies force designers to use smaller
power-supply voltages, which limit voltage
swings. Also, the short-channel effects of
newer technologies make the use of current
mirrors with enhanced output impedance
more desirable.

There are a couple of facts that design-
ers should be aware of when they use output-
impedance enhancement. The first fact is
that sometimes it may be necessary to add
local compensation capacitors to the
enhancement loops to prevent ringing during
transients. The second fact is that the inclu-
sion of output-impedance enhancement can
substantially slow down the settling times for
large-signal transients. This is because during large-signal transients, the outputs of the enhancement loops can slew
to voltages very different from those required after settling, and it can take a while for the outputs to return to the
necessary voltages. A typical settling-time difference might be around a 50-percent increase. Whether this is worth
the substantial increase in gain (perhaps as much as 30 dB or so) depends on the individual application.

6.3.4 Current-Mirror Symbol

It should now be clear that there are a number of
different current-mirror circuits, each having var-
ious advantages and disadvantages, that can be
used in a particular circuit application. Thus,
from an architectural perspective, it is often desir-
able to describe a circuit without showing which
particular current mirror is used. In these cases,
we make use of the current-mirror symbol shown
in Fig. 6.18(a). The arrow is on the input side of
the mirror, which is the low-impedance side (with
an impedance typically equal to ). The arrow also designates the direction of current flow on the input side. The
ratio, , represents the current gain of the mirror. For example, the current mirror shown in Fig. 6.18(a) might be
realized by the simple current mirror shown in Fig. 6.18(b). Finally, it should be mentioned that for illustrative pur-
poses, some circuits in this book will be shown with a particular current mirror (such as the wide-swing mirror) to real-
ize a circuit architecture. However, it should be kept in mind that similar circuits using almost any of the current
mirrors just described (or described elsewhere) are possible.

Q2 Q5

Fig. 6.17 A modified wide-swing current mirror with 
enhanced output impedance.
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268 Chapter 6 • Basic Opamp Design and Compensation

6.4 FOLDED-CASCODE OPAMP

Many modern integrated CMOS opamps are designed to drive only capacitive loads. With such capacitive-only
loads, it is not necessary to use a voltage buffer to obtain a low output impedance for the opamp. As a result, it is
possible to realize opamps having higher speeds and larger signal swings than those that must also drive resistive
loads. These improvements are obtained by having only a single high-impedance node at the output of an opamp
that drives only capacitive loads. The admittance seen at all other nodes in these opamps is on the order of a tran-
sistor’s transconductance, and thus they have relatively low impedance. By having all internal nodes of relatively
low impedance, the speed of the opamp is maximized. It should also be mentioned that these low node imped-
ances result in reduced voltage signals at all nodes other than the output node; however, the current signals in the
various transistors can be quite large.12 With these opamps, we shall see that the compensation is usually achieved
by the load capacitance. Thus, as the load capacitance gets larger, the opamp usually becomes more stable but
also slower. One of the most important parameters of these modern opamps is their transconductance value (i.e.,
the ratio of the output current to the input voltage). Therefore, some designers refer to these modern opamps as
transconductance opamps, or Operational T ransconductance Amplifiers (OTAs). A simple first-order small-
signal model for an OTA is shown in Fig. 6.19. The amplifier’s transconductance is  and its frequency
response in Fig. 6.19 is given simply by .

It should also be noted that feedback generally reduces the output imped-
ance of a opamp circuit by a large factor. Hence, although the OTA itself has
high output impedance, the output impedance of the overall feedback circuit is
much lower, making it sometimes possible to drive resistive loads with OTAs,
as long as the load resistance is modest.

An example of an opamp with a high-output impedance is the folded-
cascode opamp, as shown in Fig. 6.20. The design shown is a differential-input
single-ended output design. Note that all current mirrors in the circuit are wide-
swing cascode current mirrors, discussed in Section 6.3.1. The use of these mir-

rors results in high-output impedance for the mirrors (compared to simple current mirrors), thereby maximizing the
dc gain of the opamp. The basic idea of the folded-cascode opamp is to apply cascode transistors to the input differ-
ential pair but using transistors opposite in type from those used in the input stage. For example, the differential-pair
transistors consisting of Q1 and Q2 are n-channel transistors in Fig. 6.20, whereas the cascode transistors consisting
of Q5 and Q6 are p-channel transistors. This arrangement of opposite-type transistors allows the output of this single
gain-stage amplifier to be taken at the same bias-voltage levels as the input signals. It should be mentioned that even
though a folded-cascode amplifier is basically a single gain stage, its gain can be quite reasonable, on the order of
700 to 3,000. Such a high gain occurs because the gain is determined by the product of the input transconductance

12. Because of their reduced voltage signals but large current signals, these types of opamps are sometimes referred to as current-mode 
opamps.
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-Fig. 6.19 First-order model of an 
operational transconductance 
amplifier (OTA) driving a capaci-
tive load.
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Key Point:  Operational trans-
conductance amplifiers provide a 
large dc gain from a single stage. 
Their high output impedance 
makes them suitable for driving 
the mostly-capacitive loads 
encountered in CMOS integrated 
circuits. With feedback, they can 
also drive some resistive load.
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6.4 Folded-Cascode Opamp 269

and the output impedance, and the output impedance is quite high due to the use of cascode techniques. In technol-
ogies where transistor intrinsic gain is poor, auxiliary gain boosting amplifiers can be used to drive the gates of
cascode devices  and increase dc gain as described in Section 6.3.2.

The shown differential-to-single-ended conversion is realized by the wide-swing current mirror composed of
Q7, Q8, Q9, and Q10. In a differential-output design, these might be replaced by two wide-swing cascode current
sinks, and common-mode feedback circuitry would be added, as is discussed in Sections 6.7 and 6.8.

It should be mentioned that a simplified bias network is shown so as not to complicate matters unnecessarily
when the intent is to show the basic architecture. In practical realizations, Q11 and  might be replaced by the
constant-transconductance bias network described in Chapter 7. In this case,  and  would be connected to

 and , respectively, of Fig. 7.8 to maximize the output voltage signal swing.
An important addition of the folded-cascode opamp shown is the inclusion of two extra transistors,  and

. These two transistors serve two purposes. One is to increase the slew-rate performance of the opamp, as will
be discussed in Example 6.9. However, more importantly, during times of slew-rate limiting, these transistors
prevent the drain voltages of  and  from having large transients where they change from their small-signal
voltages to voltages very close to the negative power-supply voltage. Thus the inclusion of  and  allows the
opamp to recover more quickly following a slew-rate condition.

The compensation is realized by the load capacitor, , and realizes dominant-pole
compensation. In applications where the load capacitance is very small, it is necessary to
add additional compensation capacitance in parallel with the load to guarantee stability.
If lead compensation is desired, a resistor can be placed in series with . While lead
compensation may not be possible in some applications, such as when the compensation
capacitance is mostly supplied by the load capacitance, it is more often possible than
many designers realize (i.e., it is often possible to include a resistor in series with the load
capacitance).

The bias currents for the input differential-pair transistors are equal to . The bias current of one of the
p-channel cascode transistors,  or , and hence the transistors in the output-summing current mirror as well, is

Fig. 6.20 A folded-cascode opamp.
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270 Chapter 6 • Basic Opamp Design and Compensation

equal to the drain current of Q3 or Q4 minus . This drain current is established by  and the ratio of
, or , to . Since the bias current of one of the cascode transistors is derived by a current

subtraction, for it to be accurately established, it is necessary that both  and  be derived from a single-
bias network. In addition, any current mirrors used in deriving these currents should be composed of transistors
realized as parallel combinations of unit-size transistors. This approach eliminates inaccuracies due to second-
order effects caused by transistors having non-equal widths.

6.4.1 Small-Signal Analysis

In a small-signal analysis of the folded-cascode amplifier, it is assumed that the differential output current from
the drains of the differential pair, , , is applied to the load capacitance, . Specifically, the small-signal
current from  passes directly from the source to the drain of Q6 and thus , while the current from  goes
indirectly through Q5 and the current mirror consisting of Q7 to Q10.13 Although these two paths have slightly
different transfer functions due to the poles caused by the current mirror, when an n-channel transistor current mir-
ror is used, a pole-zero doublet occurs at frequencies quite a bit greater than the opamp unity-gain frequency and
can usually be ignored. Hence, ignoring the high-frequency poles and zero, an approximate small-signal transfer
function for the folded-cascode opamp is given by

(6.99)

In this case, the amplifier’s transconductance gain is simply the transconductance of each of the transistors in the
input differential pair, , and  is the impedance to ground seen at the output node. This impedance
consists of the parallel combination of the output load capacitance, the impedance of any additional network
added for stability, and the output impedance of the opamp (i.e., looking into the drains of  and ). Thus,
neglecting other parasitic poles, we have

(6.100)

where  is the output impedance of the opamp. This impedance is quite high, on the order of  or greater
if output-impedance enhancement is used.

For mid-band and high frequencies, the load capacitance dominates, and we can ignore the unity term in the
denominator and thus have

(6.101)

from which the unity-gain frequency of the opamp is found to be

(6.102)

With feedback, the loop unity-gain frequency is . Therefore, for large
load capacitances, the unity-gain frequency is much less than the second- and higher-
order poles, and the phase margin, even with β = 1, is close to . Hence, amplifier
bandwidth is maximized by maximizing the transconductance of the input transistors,
which in turn is maximized by using wide channel devices and ensuring that the input
transistor pair’s bias current is substantially larger than the bias current of the cascode

13.  This is based on the assumption that  and  are much larger than  and .
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6.4 Folded-Cascode Opamp 271

transistors and current mirror. Note that this approach also maximizes the dc gain (i.e., ) since not only does
it maximize , but it also maximizes  since all transistors connected to the output node are biased at lower
current levels (for a given total power dissipation). A practical upper limit on the ratio of the bias currents of the
input transistors to the currents of the cascode transistors might be around four or so. If too high a ratio is used, the
bias currents of the cascode transistors cannot be well established since they are derived by current subtractions.
Another advantage of having very large transconductances for the input devices is that the thermal noise due to
this input pair is reduced. Thus, since much of the bias current in folded-cascode opamps flows through the input
differential pair, these opamps often have a better thermal noise performance than other opamp designs having the
same power dissipation.

If the unity-gain frequency (6.102) is high enough, the second- and higher-order poles may become signifi-
cant. The second poles of this opamp are primarily due to the time constants introduced by the impedance and
parasitic capacitances at the sources of the p-channel cascode transistors,  and . The impedances at these
nodes is one over the transconductance of the cascode transistors.14 Since p-channel transistors are used here, pos-
sibly biased at lower currents, these impedance are typically substantially greater than the source impedance of
most n-channel transistors in the signal path. As a consequence, when high-frequency operation is important,
these impedances can be reduced by making the currents in the p-channel cascode transistors around the same
level as the bias currents of the input transistors. The parasitic capacitance at the sources of the cascode transistors
is primarily due to the gate-source capacitances of the cascode transistors as well as the drain-to-bulk and drain-to-
gate capacitances of the input transistors and the current-source transistors Q3 and Q4. Therefore, minimizing
junction areas and peripheries at these two nodes is important.

In summary, if the phase margin of a folded-cascode opamp with feedback is
insufficient, one has two choices:

a. Add an additional capacitance in parallel with the load to decrease the
dominant pole. This improves phase margin without additional power
consumption and without effecting the dc gain, but decreases amplifier
bandwidth and increases area.

b. Increase the current and device widths in the output stage,  and .
This will increase the second pole frequency and improve phase margin,
but sacrifices dc gain and increases power consumption.

Note that we have already seen in Chapter 4 that an upper limit on the second pole frequency of a cascode gain
stage is imposed by the intrinsic speed (unity-gain frequency) of the cascode transistor—in this case . 

(6.103)

Hence, option (b) above is ultimately subject to this constraint.
It is also possible to employ lead compensation. When the load is a series combination of a compensation

capacitance, , and a lead resistance, , the small-signal transfer function is given by

(6.104)

where the approximate term is valid at mid and high frequencies. Here we see that, as in Section 6.2,  can be
chosen to place a zero at 1.7 times the unity-gain frequency.

14. This is true only at high frequencies, where the output impedance of the amplifier is small due to the load and/or compensation 
capacitance. This is the case of interest here. At low frequencies, the impedance looking into the source of  is given by 

, where  is the resistance seen looking out the drain of .

gm1rout

gm1 rout

Q5 Q6

Q6
Rs6 1 gm6⁄ RL gm6rds6( )⁄+= RL Q6

Key Point:  If the phase 
margin of a folded-cascode 
opamp is insufficient, one must 
either reduce the bandwidth by 
adding output capacitance, or 
burn more power in the output 
transistors to increase the 
second pole frequency.ID5 ID6

Q5 6,

fp2
3μpVeff5

4πL5
2

-------------------< fT5=

CL RC

AV
gm1

1
rout

------- 1
RC 1 sCL⁄+
------------------------------+

-------------------------------------------- gm1 1 sRCCL+( )
sCL

----------------------------------------≅=
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272 Chapter 6 • Basic Opamp Design and Compensation

6.4.2 Slew Rate

The diode-connected transistors,  and , are turned off during normal operation and have almost no effect on
the opamp. However, they substantially improve the operation during times of slew-rate limiting [Law, 1983]. To
appreciate their benefit, consider first what happens during times of slew-rate limiting when they are not present.
Assume there is a large differential input voltage that causes Q1 to be turned on hard and Q2 to be turned off. Since
Q2 is off, all of the bias current of Q4 will be directed through the cascode transistor Q5, through the channel cur-
rent mirror, and out of the load capacitance. Thus, the output voltage will decrease linearly with a slew-rate given by

(6.105)

Also, since all of  is being diverted through Q1, and since this current is usually designed to be greater than ,
both Q1 and the current source  will go into the triode region, causing  to decrease until it is equal to . As a
result, the drain voltage of Q1 approaches that of the negative power-supply voltage. When the opamp is coming out of
slew-rate limiting, the drain voltage of  must slew back to a voltage close to the positive power supply before the
opamp operates in its linear region again. This additional slewing time greatly increases the distortion and also increases
the transient times during slew-rate limiting (which occurs often for opamps used in switched-capacitor applications).

Next, consider the case where the diode-connected transistors, Q12 and Q13, are included. Their main purpose
is to clamp the drain voltages of  or  so they don’t change as much during slew-rate limiting. A second, more
subtle effect dynamically increases the bias currents of both Q3 and Q4 during times of slew-rate limiting. This
increased bias current results in a larger maximum current available for charging or discharging the load capaci-
tance. To see this increase in bias current, consider a case similar to the one just described, where a large differen-
tial input causes  to be fully on while  is off. In this case, the diode-connected transistor Q12 conducts with
the current through Q12 coming from the diode-connected transistor Q11. Thus, the current in  increases, caus-
ing the currents in bias transistors Q3 and Q4 to also increase, until the sum of the currents of Q12 and Q3 are equal
to the bias current . Note that the current in Q4 also increases since it is equal to the current in Q3. This
increase in bias current of Q4 results in an increase of the maximum current available for discharging . In sum-
mary, not only are the voltage excursions less, but the maximum available current for charging or discharging the
load capacitance is also greater during times of slew-rate limiting.

EXAMPLE 6.9

Find reasonable transistor sizes for the folded-cascode opamp shown in Fig. 6.20 to satisfy the following design
parameters. Also find the opamp’s unity-gain frequency (without feedback) and slew rate, both without and with
the clamp transistors.

• Assume the process parameters for the  process in Table 1.5, a single  power supply, and
limit the current dissipation of the opamp to . 

• Set the ratio of the current in the input transistors to that of the cascode transistors to be 4:1. Also, set the
bias current of Q11 to be 1/10th that of Q3 (or Q4) such that its current can be ignored in the power dissi-
pation calculation. 

• The maximum transistor width should be  and channel lengths of  should be used in all
transistors.

• All transistors should have effective gate-source voltages of around  except for the input transis-
tors, whose widths should be set to the maximum value of . Also, round all transistor widths to
the closest multiple of  keeping in mind that if a larger transistor is to be matched to a smaller
one, the larger transistor should be built as a parallel combination of smaller transistors.

• Finally, assume the load capacitance is given by .

Q12 Q13

n-

SR ID4

CL

-------=

Ibias2 ID3

Ibias2 Ibias2 ID3

Q1

Q1 Q2

Q1 Q2

Q11

Ibias2

CL

0.18-μm 1.8-V
0.4 mA

180 μm 0.4 μm

0.24 V
180 μm

2 μm,

CL 2.5 pF=
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6.4 Folded-Cascode Opamp 273

Solution
The total current in the opamp, , excluding the current in the bias network, is equal to , which is equal
to . Defining  and noting that we are asked to make , we have

(6.106)

Since the current dissipation is specified to be , we have

(6.107)

This bias current for  implies that , and  . Now, we
let all transistor channel lengths be , about  larger than the minimum gate length in this technology.
This choice allows us to immediately determine the sizes of most transistors using

(6.108)

and then round to the closest multiple of  in transistor widths. Input transistors
 and  were an exception; their widths are set at the prescribed maximum of

. This puts those devices on the border of subthreshold operation, thereby max-
imizing their transconductance for the given bias current. Table 6.1 lists reasonable
values for the resulting dimensions of all transistors. Note that the larger widths are

exactly divisible by the smaller widths of a transistor of the same type and thus allows larger transistors to be real-
ized as a parallel combination of smaller transistors. The width of  was determined from the requirement that

. The widths of  and  were somewhat arbitrarily chosen to equal the
width of .

Under a square-law assumption, the transconductance of the input transistors would be given by

(6.109)

However, this is greater than the maximum transconductance achieved in subthreshold operation.

(6.110)

The maximum value computed in (6.110) is assumed as an approximation, although the real transconductance will
be less than this upper limit. The unity-gain frequency of the opamp is given by

(6.111)

Itotal ID3 ID4+
2 ID1 ID6+( ) IB ID5≡ ID6= ID1 4ID6=

Itotal 2 ID1 ID6+( ) 2 4IB IB+( ) 10IB= = =

0.4 mA

IB ID5 ID6
Itotal

10
--------- 40 μA= = = =

IB ID3 ID4 5ID5 200 μA= = = ID1 = ID2 4ID5 160 μA= =
0.4 μm 2 ×

W
L
-----

⎝ ⎠
⎜ ⎟
⎛ ⎞

i

2IDi

μiCoxVeffi
2

-----------------------=

SPICE! Simulate 
this opamp with 
the provided 
netlist.

2 μm
Q1 Q2

180 μm

Q11

ID11 ID3 10⁄ 20 μA Ibias 1,= = = Q12 Q13

Q11

Table 6.1 The transistor dimensions (in μm) of the opamp
of Fig. 6.20.

Q1 180/0.4 Q6 8/0.4 Q11 4/0.4
Q2 180/0.4 Q7 2/0.4 Q12 4/0.4
Q3 40/0.4 Q8 2/0.4 Q13 4/0.4
Q4 40/0.4 Q9 2/0.4
Q5 8/0.4 Q10 2/0.4

2ID1μnCox W L⁄( )1 6.24 mA/V=

gm1 sub th–( )
qID1

nkT
---------- 4 mA/V= =

ωta
gm1

CL

-------- 1.6 9×10  rad/s= = fta⇒ 255 MHz=
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The slew rate without the clamp transistors is given by

(6.112)

When the clamp transistors are included, during slew-rate limiting, we have

 (6.113)

But

(6.114)

and

(6.115)

Substituting (6.114) and (6.115) into (6.113) and solving for  gives

(6.116)

which implies that the value of  during slew-rate limiting is  and ,
which is substantially larger than the slew current available without the clamp transistors. This larger bias
current will give a slew-rate value of

(6.117)

More importantly, the time it takes to recover from slew-rate limiting will be substantially decreased.

EXAMPLE 6.10

The opamp in Example 6.9 is simulated and found to have an equivalent second pole frequency at
. Select a value for the lead compensation resistor, , to provide a phase margin of 

when the opamp is used in a unity-gain configuration.

Solution
The phase margin without  is given by

In order to increase this by , the lead compensation zero must be placed at .
Since β = 1, we have ωt = ωta. Hence, a reasonable size for  in series with  is given by

(6.118)

SR ID4

CL

------- 80 V/μs= =

ID12 ID3+ Ibias2=

ID3 10ID11=

ID11 20 μA ID12+=

ID11

ID11
Ibias2 20 μA+

11
----------------------------------=

ID11 30.9 μA ID3 ID4 10ID11 0.309 mA= = =

SR ID4

CL

------- 124 V/μs= =

ωeq 2π 365 MHz⋅= RC 85°

RC

Phase Margin 90°
ωt

ωeq

--------⎝ ⎠
⎛ ⎞1–

tan– 90° 2π 255 MHz⋅
2π 365 MHz⋅
----------------------------------⎝ ⎠

⎛ ⎞1–

tan– 55°= = =

30° 1 1.7⁄( )1–tan= 1 RCCL 1.7ωt=⁄
RC CL

RC
1

1.7CLωt

-------------------- 1
1.7gm1

---------------- 147 Ω= = =
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6.5 Current Mirror Opamp 275

6.5 CURRENT MIRROR OPAMP

Another popular opamp often used when driving on-chip capacitive-only loads is the current mirror opamp shown
in simplified form in Fig. 6.21. It is immediately seen that all nodes are low impedance except for the output node.
By using good current mirrors having high output impedance, a reasonable overall gain can be achieved. A more
detailed example of a current mirror opamp is shown in Fig. 6.22.

The overall transfer function of this opamp will closely approximate dominant-pole operation. In a similar
analysis to that given for the folded-cascode opamp, we have

Fig. 6.21 A simplified current-mirror opamp.

Ib

Q1 Q2

Vin

Vout

CL

1:K

1:K

1:1

KID1

KID2

Fig. 6.22 A current-mirror opamp with wide-swing cascode current mirrors.
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276 Chapter 6 • Basic Opamp Design and Compensation

(6.119)

The  factor is the current gain from the input transistors to the output sides of the current mirrors connected to
the output node. Hence, the amplifier’s overall transconductance is . Using (6.119), we can solve for
the opamp’s unity-gain frequency (without feedback), resulting in

(6.120)

If the power dissipation is specified, the total current,

(6.121)

is known for a given power-supply voltage. Substituting (6.121) into (6.120), we obtain

(6.122)

Equations (6.120) and (6.122) assume a square law for input transistors  and emphasize the desire to bias the
input pair with low values of . If they are biased with very low , their transconductance approaches the
upper limit obtained in subthreshold operation,  in which case 

(6.123)

Regardless, the opamp’s transconductance (i.e., ) increases with increasing , and therefore the unity-gain
frequency is also larger. This simple result assumes the unity-gain frequency is limited by the load capacitance
rather than any high-frequency poles caused by the time constants of the internal nodes. A practical upper limit on

 might be around five. The use of large  values also maximizes the gain for  fixed since  is roughly inde-
pendent of  for large .

In the circuit shown in Fig. 6.22, the important nodes for determining the non-dominant poles are the drain
of , primarily, and the drains of  and , secondly. Increasing  increases the capacitances of these nodes
while also increasing the equivalent resistances.15 As a result, the equivalent second pole moves to lower fre-
quencies. If  is increased too much, the second pole frequency will approach , and an increase in  will
be required to decrease  and maintain stability, unless β is very small. Thus, increasing  decreases the
bandwidth when the equivalent second pole dominates. This is most likely to occur when the load capacitance is
small. If it is very important that speed is maximized,  might be taken as small as one. A reasonable compro-
mise for a general-purpose opamp might be .

The slew rate of the current-mirror opamp is found by assuming there is a very large input voltage. In this
case, all of the bias current of the first stage will be diverted through either Q1 or Q2. This current will be amplified
by the current gain from the input stage to the output stage, (i.e., ). Thus, during slew-rate limiting, the total current
available to charge or discharge  is . The slew rate is therefore given by

(6.124)

15. Increasing K implies that the currents at the input sides of the current mirrors are smaller, for a given total power dissipation. Also, 
the widths of transistors at the input sides of current mirrors will be smaller. Both of these effects cause the transconductances of tran-
sistors at the input side of current mirrors to be smaller, and therefore the impedances (in this case, 1/gm) will be larger.
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6.5 Current Mirror Opamp 277

For a given total power dissipation, this slew rate is maximized by
choosing a large  value. For example, with  and during slew-
rate limiting, 4/5 of the total bias current of the opamp will be available
for charging or discharging . This result gives a current-mirror opamp
superior slew rates when compared to a folded-cascode opamp, even
when the clamp transistors have been included in the folded-cascode
opamp. Also, there are no problems with large voltage transients during
slew-rate limiting for the current-mirror opamp.

In summary, due primarily to the larger bandwidth and slew rate, the
current-mirror opamp is often preferred over a folded-cascode opamp.
However, it will suffer from larger thermal noise when compared to a
folded-cascode amplifier because its input transistors are biased at a lower proportion of the total bias current and
therefore have a smaller transconductance. As seen in the chapter on noise, a smaller transconductance results in
larger thermal noise when the noise is referred back to the input of the opamp.

EXAMPLE 6.11

Assume the current-mirror opamp shown in Fig. 6.22 has all transistor lengths equal
to  and transistor widths as given in Table 6.2. Notice that . Assume the
process parameters for the  process in Table 1.5, a single  power sup-
ply, and that the opamp’s total current dissipation is . The load capacitance is

.
Find the slew rate and the unity-gain frequency, assuming the equivalent second pole does not dominate.

Estimate the equivalent second pole. Would it be necessary to increase  if a  phase margin were required with
β = 1 and without using lead compensation? What if lead compensation were used?

Solution
Since the total bias current is given by , we have

(6.125)

Thus, the bias currents of all transistors, except those in the output stage, are . The bias currents of transistors in
the output stage are twice that of the input stage, which is . The effective gate-source voltage of the input tran-
sistors may be shown to be less than , so their transconductance is near the limit obtained in subthreshold.

(6.126)

Key Point:  For a current-mirror 
opamp, when the load capacitance is 
large and the output pole clearly dom-
inant, a large current mirror ratio, K, 
maximizes gain and bandwidth. If the 
second pole frequency becomes signif-
icant, lower values of K are required 
to keep the second pole frequency 
above the unity-gain frequency and 
maintain a healthy phase margin.

K K 4=

CL

SPICE! Simulate 
this opamp with 
the provided 
netlist.

0.4 μm K 2=
0.18-μm 1.8-V

0.4 mA
CL 2.5 pF=

CL 75°

Table 6.2 The transistor sizes (in μm) for the opamp used 
in Example 6.11.

Q1 90/0.4 Q7 20/0.4 Q13 4/0.4
Q2 90/0.4 Q8 40/0.4 Q14 8/0.4
Q3 20/0.4 Q9 20/0.4
Q4 20/0.4 Q10 40/0.4
Q5 20/0.4 Q11 4/0.4
Q6 20/0.4 Q12 8/0.4

3 K+( )Ib 2⁄

Ib
2Itotal

3 K+( )
------------------ 2 0.4 mA( )

3 K+( )
--------------------------- 160 μA= = =

80 μA
160 μA

100 mV

gm1 sub th–( )
qID1

nkT
---------- 2 mA/V= =
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The transconductance of the opamp will be  times this or . The opamp unity-gain frequency is now given by

(6.127)

This is the same result obtained for the folded-cascode opamp of the previous example with the same current
consumption and load capacitance. If a higher value of  were chosen, the current-mirror opamp would provide
superior bandwidth.

Continuing, the slew rate is given by

(6.128)

which compares favorably to  for the folded-cascode opamp without the clamp transistors and slightly
higher than the folded-cascode opamp with the clamp transistors.

When estimating the equivalent second pole, the junction capacitances will be ignored to simplify matters. In
reality, the drain-to-bulk capacitances of the input transistors could contribute a significant factor, and this amount
can be determined using simulation. The dominant node almost certainly will occur at the drain of . The imped-
ance at this node is given by

(6.129)

In addition, the capacitance will be primarily due to the gate-source capacitances of  and . We therefore have

(6.130)

resulting in

(6.131)

With these values of impedance, the time constant for this node is given by

(6.132)

In a similar manner, we can calculate the impedances and, hence, the time constant for the drain of  to be
, , and  . The other important time constant comes from the

parasitic capacitors at the drain of . Here, we have

(6.133)

and

(6.134)

resulting in . The time constant of the equivalent second pole can now be estimated to be given by

(6.135)

This result gives an equivalent second pole at the approximate frequency of

(6.136)

If lead compensation is not used and a  phase margin is required, the unity-gain frequency must be constrained
to be less than 0.27 times the equivalent second pole from Table 5.1 of Chapter 5. Specifically, the unity-gain
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ωta
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τ3 0.04 ns=
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p2eq
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τ2eq

--------- 2.94 9×10  rad/s 2π 468 MHz×= = =
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6.6 Linear Settling Time Revisited 279

frequency must be less than . To achieve this unity-gain frequency, we need to increase  by the factor
, resulting in  being . 

If lead compensation is to be used, the unity-gain frequency can be chosen so that only a  phase margin is
achieved before the lead resistor is added. This approach would allow the unity-gain frequency to be as high as 0.7
times the equivalent second-pole frequency, which is greater than the value computed in (6.127). The benefits of
lead compensation are obvious: the unity-gain frequency is increased by 150% and no compensation capacitor is
required, reducing the physical area of the circuit.

As a final comment, notice that the delay through the signal path from the drain of  to the output (i.e.,
) is approximately the same as the delay through the signal path from the drain of  to the

output, which is . This near equivalence helps to minimize harmful effects caused by the pole-zero
doublet introduced at high frequencies (i.e. around the frequency of the second pole) by the existence of two
signal paths.

6.6 LINEAR SETTLING TIME REVISITED

We saw in Chapter 5 that the time constant for linear settling time was equal to the inverse of  for the closed-
loop circuit gain. We also saw that  is given by the relationship

(6.137)

However, while for the classical two-stage CMOS opamp the unity-gain frequency remains relatively con-
stant for varying load capacitances, the unity-gain frequencies of the folded-cascode and current-mirror amplifiers
are strongly related to their load capacitance. As a result, their settling-time performance is affected by both the
feedback factor as well as the effective load capacitance. 

For the folded-cascode opamp, its unity-gain frequency is given by

(6.138)

whereas for a current-mirror opamp, it is equal to

(6.139)

Thus we see that for both these high-output imped-
ance opamps, their unity-gain frequency is inversely pro-
portional to the load capacitance. To determine the –3-dB
frequency of a closed-loop opamp, consider the general
case shown in Fig. 6.23. At the opamp output,  repre-
sents the capacitance of the next stage that the opamp
must drive, while  is a compensation capacitance that
might be added to maintain a sufficient phase margin. At the input side,  represents parasitic capacitance due to
large transistors at the opamp input as well as any switch capacitance. 

Defining ωt = βωta, the feedback network is due to capacitances , , and  resulting in 

(6.140)

126 MHz CL

255 MHz 126 MHz( )⁄ CL 5 pF
55°

Q2

τ2 τ3+ 0.16 ns= Q1

τ1 0.18 ns=

ω 3 dB–

ω 3 dB–

ω 3 dB– ωt=

ωta
gm1
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--------=

C2

C1

Vin Cp CloadCC

Fig. 6.23 A general circuit for determining the 
–3-dB frequency of a closed-loop amplifier.
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To determine the unity-gain frequency it is necessary to consider the circuit’s open-loop operation. Specifically,
treating the negative opamp input as an open circuit, the effective load capacitance, , is seen to be given by
the parallel combination of  and , as well as that seen looking into . The capacitance seen looking
into  is equal to the series combination of  together with . Combining all these capacitances
together, we have

(6.141)

EXAMPLE 6.12

Consider the current-mirror opamp with no lead compensation in Example 6.11 being used in the circuit
shown in Fig. 6.23 with  . What is the linear settling time required for 0.1 per-
cent accuracy with?

Solution

First, the gate-source capacitances of the input devices of the current-mirror opamp can be calculated to be

(6.142)

The capacitance seen looking into the inverting input of the opamp is one-half this value since the gate-source
capacitances of the two input devices are in series. Thus, the parasitic capacitance, , is . Therefore, the
effective load capacitance is given by

(6.143)

which results in

(6.144)

or equivalently,

(6.145)

Now, the feedback factor, , is seen to be

(6.146)

resulting in

(6.147)

Finally, for 0.1 percent accuracy, we need a linear settling time of  or 45 ns.
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-----------------------------+ + 12.53 pF= =
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τ 1
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----------- 6.4 ns= =
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6.7 FULLY DIFFERENTIAL OPAMPS

There is often little difference between the circuits required to process single-
ended and fully differential signals. In particular, Fig. 6.24 compares fully differ-
ential pair circuit its single-ended output counterpart. The only difference them is
that a current mirror load is replaced by two matched current sources in the fully
differential circuit. Notice that the power dissipated in these two circuits is the
same. Since the voltage swing on any individual node in a circuit is usually lim-
ited by fixed supply and bias voltages, fully differential circuits have twice the
available signal swing of their single-ended counterparts because they make full
use of the swing available at two circuit nodes instead of just one. Also, note that
the single-ended circuit has a slew rate equal to the total available bias current over the load capacitance, ,
whereas in the fully differential circuit each side has  available when slew rate limited and so the slew rate of
the differential voltage  is also . Although Fig. 6.24 illustrates these points for an
actively-loaded differential pair, they are also true for more complex amplifiers, such as the folded cascode opamp.

The small signal performance of a fully differential amplifier is in many way equivalent to that of a single-
ended amplifier with similar power consumption. Fig. 6.25 illustrates the point for single-stage amplifiers.
Assuming that the circuit’s input stage is in both cases a differential pair under the same dc bias, and each half of
the fully differential output has an output and load impedance similar to that of the single-ended output, the cir-
cuits have similar small-signal gain and bandwidth.

One of the major driving forces behind the use of fully differential signals is to help reject common mode noise.
Fig. 6.26 illustrates the impact of additive noise on fully differential signals. Common mode noise, , appears
identically on both half-signals, and is therefore cancelled when only the difference between them is considered (for
example, when the noisy signal  serves as the differential input to a circuit with good common-mode rejection). In
many analog integrated circuits, the largest noise sources are due to fluctuations in supply and bias voltages and from
pass-transistor switches turning off in switched-capacitor applications. These appear as common mode noise and are

Key Point:  Fully differential 
amplifiers generally have 
similar power consumption, 
but twice the available signal 
swing of their single-ended 
counterparts. They can also 
exhibit similar small signal 
gain and bandwidth.
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therefore rejected by fully differential circuits. In reality, this rejection only partially occurs since, unfortunately, the
mechanisms introducing the noise are usually nonlinear with respect to voltage levels. For example, substrate noise
will usually feed in through junction capacitances, which are nonlinear with voltage. Also, the clock feedthrough
noise introduced by switches turning off usually has some voltage-dependent nonlinearities that can cause more noise
to feed into one path than the other, thereby injecting a differential noise. However, almost certainly, the noise rejec-
tion of a fully differential design will be much better than that of a single-ended output design.

There are also significant random noise sources which appear com-
pletely uncorrelated in each of the two half-signals:  and  in
Fig. 6.26.16 Under the practical assumption that  and  have the same
variance, , the noise variance observed at the differential output is the
sum of the variances of the two noise contributors, hence . This
increased random noise may at first appear to be a drawback of fully differ-
ential signals. However, since the available voltage swing in fully differen-
tial circuits is 2-times greater than in single-ended circuits, the maximum
signal power is increased by -times, resulting in a net 3-dB
increase in the maximum achievable signal-to-noise ratio.

Fully differential circuits have the additional benefit that if each single-ended signal is distorted symmetri-
cally around the common-mode voltage, the differential signal will have only odd-order distortion terms (which
are often much smaller). To see this distortion improvement, consider the block diagram shown in Fig. 6.27,
where the two nonlinear elements are identical and, for simplicity, the common-mode voltage is assumed to be

16. An important practical example of uncorrelated noise is thermal noise, studied in detail in Chapter 9.
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ni1 ni2

ni1 ni2

No
2

2No
2

22 4=

vo ncm

ni2

ni1

Fig. 6.26 The impact of additive noise 
on fully differential signals.

vo'

c06.fm  Page 282  Thursday, October 27, 2011  11:47 AM



6.7 Fully Differential Opamps 283

zero. If the nonlinearity is memoryless, then the outputs can be models by the following Taylor series expansion,

(6.148)

where  are constant terms. In this case, the differential output signal, , consists of only the linear term, ,
and odd-order distortion terms (which are typically smaller than the second-order term). With these two important
advantages, most modern analog signal processing circuits are realized using fully differential structures.

One drawback of using fully differential opamps is that a common-mode
feedback (CMFB) circuit must be added. This extra circuitry is needed to estab-
lish the common-mode (i.e., average) output voltage. Consider the simple fully
differential stage in Fig. 6.24(b) in the presence of a tiny error in the value of the
tail current. Even a 0.0001% increase in the tail current not accompanied by a
corresponding increase in the active load currents causes all nodes in the circuit
to decrease slowly towards ground, eventually leaving some transistors in triode
and degrading the circuit’s gain. In practice, this is avoided by a CMFB circuit
that somehow observes the output voltages and establishes currents that keep all
transistors biased properly. Ideally, the CMFB will keep the common-mode voltages immovable, preferably close to
halfway between the power-supply voltages, even when large differential signals are present.

Although in the simple example of Fig. 6.24 the power dissipation is the same for both fully-differential and sin-
gle-ended output circuits, in general some additional power consumption may be required by fully differential cir-
cuits. Specifically, some power may be consumed by the CMFB. In addition, fully differential current mirror opamps
and two-stage opamps require additional power consumption in order to produce two output signals instead of one.

6.7.1 Fully Differential Folded-Cascode Opamp

A simplified schematic of a fully differential folded-cascode opamp is shown in Fig. 6.28. The channel current-mir-
ror of Fig. 6.20 has been replaced by two cascode current sources, one composed of  and , the other composed
of  and . In addition, a common-mode feedback (CMFB) circuit has been added. The gate voltage on the drive
transistors of these current sources is determined by the output voltage, , of the common-mode feedback circuit.
The inputs to the CMFB circuit are the two outputs of the fully differential amplifier. The CMFB circuit will detect the
average of these two outputs and force it to be equal to a predetermined value, as we shall see in the next section.

Note that when the opamp output is slewing, the maximum current available for the negative slew rate is lim-
ited by the bias currents of  or . If the CMFB circuit is very fast, these will be increased dynamically to some
degree during slewing, but seldom to the degree of a single-ended output fully differential opamp. For this reason,
fully differential folded-cascode opamps are usually designed with the bias currents in the output stage equal to
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the bias currents in the input transistors. Also, to minimize transient voltage changes during slew-rate limiting,
clamp transistors  and  have been added, as in the single-ended design presented earlier. If these transistors
are not included (as has historically been the case), the time to recover from slew-rate limiting of the folded-cas-
code amplifier can be comparatively poor.

Each signal path now consists of only one node in addition to the output nodes, namely the drain nodes of the
input devices. These nodes will most certainly be responsible for the equivalent second poles. In cases where the
load capacitance is small, and it is important to maximize the bandwidth, a complementary design (i.e., and

channel transistors and the power supplies interchanged) would be preferable to maximize the frequency of the
equivalent second poles. This complementary circuit would result in the impedance at the drains of the input
devices being the inverse of the transconductance of channel transistors, rather than channel transistors,
resulting in smaller impedances and therefore faster time constants. The trade-off involved is that the opamp’s
transconductance, and therefore the opamp’s dc gain, would become smaller due to the input transistors now being

channel transistors. Also, the CMFB circuitry could possibly be slower, as the current sources being modulated
would also have to be channel drive transistors. In any case, a complementary design is often a reasonable
choice for high-speed fully differential designs.

6.7.2 Alternative Fully Differential Opamps

An alternative design is the fully differential current-mirror opamp, as shown in simplified form in Fig. 6.29. As
with the folded-cascode design, this circuit can be realized as shown or in a complementary design, with p-chan-
nel input transistors, n-channel current mirrors, and p-channel bias current sources. Which design is preferable is
primarily determined by whether the load capacitance or the equivalent second poles are limiting the bandwidth,
and by whether maximizing the dc gain or the bandwidth is more important. n-channel inputs are preferable in the
former case and p-channel inputs are preferable in the latter case, for reasons similar to those discussed for the
folded-cascode opamp. Also, n-channel input transistors will give lower thermal noise (due to their larger trans-
conductances), whereas p-channel inputs will result in less opamp input-referred 1/f noise.

Fig. 6.28 A fully differential folded-cascode opamp.
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6.7 Fully Differential Opamps 285

If a general-purpose fully differential opamp is desired, then this design with large channel input transis-
tors, a current gain of , and wide-swing enhanced output-impedance cascode mirrors and current sources is
probably a good choice, compared to all other fully differential alternatives.

One of the limitations of the fully differential opamps seen so far is that the maximum current at the output
for single-ended slewing in one direction is limited by fixed current sources. It is possible to modify the designs to
get bidirectional drive capability at the output, as is shown in Fig. 6.30. This opamp is similar to the current mirror
design of Fig. 6.29, but now the current mirrors at the top (i.e., the p-channel current mirrors) have been replaced

Fig. 6.29 A fully differential current-mirror opamp.
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by current mirrors having two outputs. The first output has a current gain of  and goes to the output of the
opamp, as before. The second output has a gain of one and goes to a new n-channel current mirror that has a cur-
rent gain of , where it is mirrored a second time and then goes to the opamp’s opposite output, as shown. Assume
now the differential output is slewing in the positive direction. For this case, the differential input will be very pos-
itive and the slewing current going into  will be , but due to the additional n-channel mirrors, the current
being sinked from  will also be . This circuit has an improved slew rate at the expense of slower small-
signal response due to the addition of the extra outputs on the p-channel mirrors and the additional n-channel mir-
rors, although in many applications this trade-off may be well merited. Of course, common-mode feedback must
be added to the circuit of Fig. 6.30.

Another alternative for a fully differential opamp is to use two single-ended output opamps with their inputs
connected in parallel and each of their outputs being one output side of the fully differential circuit. An example of
such an approach using current-mirror subcircuits is shown in Fig. 6.31. This design has a fairly large slew rate
when compared to the simpler fully differential current-mirror opamp of Fig. 6.29, but has additional current mir-
rors and complexity. Another advantage of this design is that the noise voltages due to the input transistors sum in
a squared fashion, while the two signal paths sum linearly.17 As a result, this design has an improvement in signal-
to-noise ratio of the input-referred gain by a factor of , or 3 dB. Also, the increase in total power dissipation is
not significant when  is moderately large. As for the previous design, the compensation of the common-mode
feedback loop is more difficult than for designs having fixed current sources biasing the output stages.

6.7.3 Low Supply Voltage Opamps

Low supply voltages complicate opamp design considerably. The input common-mode voltage must be restricted
within a very tight range to ensure the input differential pair tail current remains in active mode. For example,
referring to the folded cascode opamp in Fig. 6.28, and assuming that a simple NMOS transistor is used as the tail
current source , the input common-mode voltage must be greater than  in order to keep the tail

17. See Chapter 4 regarding noise.
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Fig. 6.31 A fully differential opamp composed of two single-ended output current-mirror opamps. 
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6.7 Fully Differential Opamps 287

current source device in active mode. Assuming , , and an additional  of
margin to account for process and temperature variations, this means the input common model voltage must be at
least , a significant limitation if the supply voltage is only 1.2 V.

The opamp shown in somewhat simplified form in Fig. 6.32 makes use
of both n-channel and p-channel transistors in the two differential input
pairs. Hence, the input common-mode voltage range is increased [Babane-
zhad, 1988; Hogervorst, 1992; Coban, 1994], a particularly important feature
when low power-supply voltages are being used. When the input common-
mode voltage range is close to one of the power-supply voltages, one of the
input differential pairs will turn off, but the other one will remain active. In
an effort to keep the opamp gain relatively constant during this time, the bias currents of the still-active differential
pair are dynamically increased. For example, if the input common-mode voltage range was close to the positive
power-supply voltage,  and  would turn off, and  would conduct all of . This current would go through
current mirror  and increase the bias current of the differential pair consisting of  and , which is still
active. A similar situation occurs if the input common-mode voltage is near the negative power-supply rail. With
careful design, it has been reported that the transconductance of the input stage can be held constant to within 15
percent of its nominal value with an input common-mode voltage range as large as the difference between the
power-supply voltages [Coban, 1994].

Another challenge of low supply voltage designs is that it is very difficult to use single-stage folded-cascode
architectures while maintaining a reasonable output swing. Referring to the folded-cascode schematic in Fig. 6.28,
notice that the output nodes must remain at least  away from both the positive supply and ground in order to
keep all of transistors  –  in active mode. For example, if a 1.2-V supply is to be used, assuming

, and allowing a additional  of margin on both the NMOS and PMOS cascode voltages, the

Veff 200 mV≅ Vtn 450 mV≅ 50 mV

950 mV

Key Point:  Low supply-voltages 
dictate the use of special circuit 
techniques to permit common-
mode signal levels near the supply 
rails and/or to provide sufficient 
gain and output swing.

Fig. 6.32 An opamp having rail-to-rail input common-mode voltage range. CMFB circuit not 
shown.
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288 Chapter 6 • Basic Opamp Design and Compensation

output nodes will only be able to swing within the range  to . The opamp circuit in Fig. 6.33 [Des-
souky, 2001] is a two-stage opamp with a folded cascode first stage and common-source second stage. The cas-
code stage can provide high gain, but is not required to drive the opamp outputs, and hence is not required to
accommodate the full output swing. The signal swing at  and  will be less than the output swing by a factor
equal to the small-signal gain of the common-source second stage. Miller compensation is provided, just as with
the conventional two-stage opamp, suing  and . This architecture can provide large gain even within a low
supply voltage.

6.8 COMMON-MODE FEEDBACK CIRCUITS

Typically, when using fully-differential opamps in a feedback application, the applied feedback determines the
differential signal voltages, but does not affect the common-mode voltages. It is therefore necessary to add
additional circuitry to determine the output common-mode voltage and to control it to be equal to some specified
voltage, usually about halfway between the power-supply voltages. This circuitry, referred to as the common-
mode feedback (CMFB) circuitry, is often the most difficult part of the opamp to design.

There are two typical approaches to designing CMFB circuits—a continuous-time approach and a switched-
capacitor approach. The former approach is often the limiting factor on maximizing the signal swings, and, if
nonlinear, may actually introduce common-mode signals. The latter approach is typically only used in switched-
capacitor circuits, since in continuous-time applications it introduces clock-feedthrough glitches.

An example of a continuous-time CMFB circuit is shown in Fig. 6.34 [Martin, 1985; Whatly, 1986]. To
illustrate its operation, assume a common-mode output voltage, Vout,CM, equal to the reference voltage, ,
and that  is equal in magnitude, but opposite in sign, to . Furthermore, assume the two differential pairs
have infinite common-mode input rejection, which implies that the large-signal output currents of the differential
pairs depend only on their input differential voltages. Since the two pairs have the same differential voltages being
applied, the current in Q1 will be equal to the current in Q3, while the current in Q2 will equal the current in Q4.
This result is valid independent of the nonlinear relationship between a differential pair’s input voltage and its
large-signal differential drain currents. Now, letting the current in Q2 be denoted as  where  is

450 mV 750 mV
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CC RC

Fig. 6.33 A differential Miller-compensated two-stage amplifier with a folded cascode first-stage 
[Dessouky, 2001]. (Common-mode feedback not shown.)
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6.8 Common-Mode Feedback Circuits 289

the bias current of the differential pair and  is the large-signal current change in , the current in Q3 is given
by , and the current in Q5 is given by

(6.149)

Thus, as long as the voltage  is equal to the negative value of , the current through diode-connected Q5
will not change even when large differential signal voltages are present. Since the voltage across diode-connected
Q5 is used to control the bias voltages of the output stage of the opamps, this means that when no common-mode
voltage is present, the bias currents in the output stage will be the same regardless of whether a signal is present or
not. Note, however, that the above result does not remain valid if the output voltage is so large that transistors in
the differential pairs turn off. 

Next consider what happens when a common-mode voltage greater than  is present. This positive volt-
age will cause the currents in both Q2 and Q3 to increase, which causes the current in diode-connected Q5 to
increase, which in turn causes its voltage to increase. This voltage is the bias voltage that sets the current levels in
the n-channel current sources at the output of the opamp (e.g. transistors  in Fig. 6.28 or  in Fig. 6.29).
Thus, both current sources will have larger currents pulling down to the negative rail, which will cause the com-
mon-mode output voltage, , to decrease towards . Thus, as long as the common-mode loop gain is
large enough, and the differential signals are not so large as to cause transistors in the differential pairs to turn off,
the common-mode output voltage will be kept very close to ground .

The size of the differential signals that can be processed without one of the differential-pair signals turning
off is maximized if the differential-pair transistors are designed to have large effective gate-source voltages. Addi-
tionally, source degeneration can be used to allow them to have larger input signals without all of the current being
directed to one side of the differential pair, as shown in Fig. 6.35. However, even when this maximization is per-
formed, the CMFB circuit may still limit the differential signals to be less than what can be processed by the rest
of the opamp.

Finally the current sources  should be high-output impedance cascode current sources to ensure good com-
mon-mode rejection of the two differential pairs.

Fig. 6.34 An example of a continuous-time CMFB circuit.
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290 Chapter 6 • Basic Opamp Design and Compensation

An alternative approach for realizing CMFB circuits is shown in Fig. 6.36 [Banu, 1988]. This circuit gener-
ates the common-mode voltage of the output signals (minus a dc level shift) at node . This voltage is then com-
pared to a reference voltage, , using a separate amplifier. Although this approach works well, it has a major
limitation in that the voltage drop across the source-follower transistors  severely limits the differential sig-
nals that can be processed (unless transistors with native threshold voltages, such as 0.3 volts, are available). This
limitation is particularly important when small power-supply voltages are used. In addition, the additional nodes
of the common-mode feedback circuitry make the circuit slightly more difficult to compensate. When bipolar
transistors are available, as is the case in a BiCMOS process, this approach is much more desirable.

Fig. 6.35 A continuous-time CMFB circuit that can accommodate increased output swing.
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6.8 Common-Mode Feedback Circuits 291

An important consideration when designing CMFB circuits is that they are part of a negative feedback loop,
as illustrated in Fig. 6.37, and must therefore be well compensated, otherwise the injection of common-mode sig-
nals can cause them to ring or even possibly become unstable. Thus, when the circuit is being designed, the phase
margin and step-response of the common-mode loop should be found and verified by simulation. Phase margin
might be observed, for example, by breaking the gate connections at , applying a test small-signal and look-
ing at the returned signal. A step-response test could be performed by applying a small step to the common-mode
reference signal, . 

Compensation of the CMFB loop may be difficult because it includes two high-impedance nodes:  and
the amplifier output. Moreover, high bandwidth is desirable in order to suppress high-frequency common-mode
noise that may appear due to neighbouring on-chip clock signals. However, it is not generally necessary to set the
output common-mode level extremely precisely; a few millivolts of error should certainly be tolerable. Hence,
very high dc gain is not required in the CMFB. In fact too much dc loop gain may complicate compensation. 

Often, the common-mode loop is stabilized using the same capacitors used to compensate the differential
loop. This multipurpose compensation is achieved by connecting two compensation (or loading) capacitors
between the opamp outputs and ground (or some other reference voltage). However, if the deferential loop is com-
pensated using a single compensation capacitor connected directly between the two outputs, the common-mode
loop remains uncompensated. It should be mentioned that by having as few nodes in the common-mode loop as
possible, compensation is simplified without having to severely limit the speed of the CMFB circuit. For this reason,
the CMFB circuit is usually used to control current sources in the output stage of the opamp, as opposed to the cur-
rent sources in the input stage of the opamp. For the same reason, in two-stage fully-differential opamps such as in
Fig. 6.33, the common-mode output voltage of each stage is observed and controlled using a separate CMFB circuit.
High speed in the CMFB circuit is necessary to minimize the effects of high-frequency common-mode noise, which
could otherwise be amplified, causing the opamp outputs to saturate. Designing continuous-time CMFB circuits that
are both linear and operate with low power-supply voltages is an area of continuing research.

A third approach for realizing CMFB circuits is based on the use of switched-capacitor circuits. An example
of this approach is shown in Fig. 6.38 [Senderowicz, 1982; Castello, 1985]. In this approach, capacitors labelled

 generate the average of the output voltages, which is used to create control voltages for the opamp current

Fig. 6.37 The common-mode feedback loop in a fully differential folded-cascode opamp.

Q5 Q6

Q8

Q7
Q9

Q10

Vout

VB2

VB3
common-mode
sense circuit

Vcntrl

Vref

from input
stage

CL

Vcntrl

Vref CM,

Vcntrl

CC

c06.fm  Page 291  Thursday, October 27, 2011  11:47 AM



292 Chapter 6 • Basic Opamp Design and Compensation

sources. The dc voltage across  is determined by capacitors , which are switched between bias voltages and
between being in parallel with . This circuit acts much like a simple switched-capacitor low-pass filter having a
dc input signal. The bias voltages are designed to be equal to the difference between the desired common-mode
voltage and the desired control voltage used for the opamp current sources.

The capacitors being switched, , might be between one-quarter and
one-tenth the sizes of the fixed (not switched) capacitors, . Using larger
capacitance values overloads the opamp more than is necessary during the
phase φ2, and their size is not critical to circuit performance. Reducing the
capacitors too much causes common-mode offset voltages due to charge
injection of the switches. Normally, all of the switches would be realized
by minimum-size channel transistors only, except for the switches con-
nected to the outputs, which might be realized by transmission gates (i.e.,
parallel channel and channel transistors both having minimum size)
to accommodate a wider signal swing.

In applications where the opamp is being used to realize switched-capacitor circuits, switched-capacitor
CMFB circuits are generally preferred over their continuous-time counterparts since they allow a larger output
signal swing.

6.9 SUMMARY OF KEY POINTS
• The classic two-stage opamp comprises a differential input gain stage, a common-source second gain stage, and

optionally a unity-gain output buffer stage. [p. 243]
• The dc gain of the two-stage opamp is approximated by the product of two stages, each having a gain of approx-

imately gmrds/2. [p. 244]
• The two-stage opamp’s frequency response is dominated by a pole at the input to the second stage arising from

the introduced Miller capacitor, CC. A dominant-pole approximation yields a unity-gain frequency of gm1/CC.
[p. 246]

• The two-stage opamp’s second pole arises at the output node and may be increased by increasing the second-
stage transconductance, gm7. [p. 248]

• The slew rate is the maximum rate at which the output of an opamp changes when a large differential input sig-
nal is present. [p. 249]

Fig. 6.38 A switched-capacitor CMFB circuit.
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straints on output swing, and may 
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• The only ways of improving the slew rate of a two-stage opamp is to increase Veff1 or ωp2. [p. 251]
• When using a two-stage opamp, p-channel input transistors are almost always the best choice for the first stage

because they offer larger unity-gain frequency and lower 1/f noise, with the major disadvantage being an
increase in wideband thermal noise. [p. 252]

• In general, dominant-pole compensation is performed by decreasing the frequency of one pole in a feedback
loop while leaving the others relatively unchanged. [p. 254]

• Lead compensation in opamp circuits introduces into the loop response a left half-plane zero at a frequency
slightly greater than the unity gain frequency to provide a small phase lead and, therefore, and increase in phase
margin. [p. 255]

• The feedback network must be accounted for in compensation. [p. 255]
• Compensation of the two-stage opamp proceeds by selecting Miller capacitor CC to provide 55 degrees phase

margin, then introducing a lead compensation series resistor to add another 30 degrees of phase margin. [p. 257]
• Cascoding is a key technique to enable high gain using transistors with low drain-source resistance, but if the

cascode transistor is improperly biased, output swing is greatly reduced. [p. 262]
• Auxiliary amplifiers may be used to enhance the output impedance of cascode current mirrors and gain stages,

thereby boosting dc gain. [p. 264]
• Operational transconductance amplifiers provide a large dc gain from a single stage. Their high output imped-

ance makes them suitable for driving the mostly-capacitive loads encountered in CMOS integrated circuits.
With feedback, they can also drive some resistive load. [p. 268]

• The folded-cascode opamp is a transconductance amplifier whose frequency response is dominated by the out-
put pole at 1/RoutCL. [p. 269]

• If the bandwidth of a folded-cascode opamp is insufficient, one must increase the input transconductance. [p. 270]
• If the phase margin of a folded-cascode opamp is insufficient, one must either reduce the bandwidth by adding

output capacitance, or burn more power in the output transistors to increase the second pole frequency. [p. 271]
• For a current-mirror opamp, when the load capacitance is large and the output pole clearly dominant, a large

current mirror ratio, K, maximizes gain and bandwidth. If the second pole frequency becomes significant, lower
values of K are required to keep the second pole frequency above the unity-gain frequency and maintain a
healthy phase margin. [p. 277]

• Fully differential amplifiers generally have similar power consumption, but twice the available signal swing of
their single-ended counterparts. They can also exhibit similar small signal gain and bandwidth. [p. 281]

• A significant advantage of fully differential amplifiers is that common mode noise is rejected. Although random
noise power may be 2-times greater than in a similar single-ended circuit, the increased signal swing available
in fully differential circuits generally affords them a higher maximum signal-to-noise ratio. [p. 282]

• Compared to singleended circuits, fully-differential amplifiers offer reduced harmonic distortion. However, they
require additional commonmode feedback circuitry in order to establish the signals’ common-mode levels. [p. 283] 

• Low supply-voltages dictate the use of special circuit techniques to permit common-mode signal levels near the
supply rails and/or to provide sufficient gain and output swing. [p. 287]

• Common-mode feedback may be performed using switched-capacitor circuits in discrete-time applications.
When continuous-time signals are present, the design of a suitable CMFB can be a significant challenge because
it introduces constraints on output swing, and may reduce the opamp’s load impedance. [p. 292]
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6.11 PROBLEMS
Unless otherwise stated, assume the process parameters for the  process in
Table 1.5.

6.11.1 Section 6.1: Two-Stage CMOS Opamp

6.1 For the two-stage opamp of Fig. 6.3, assume that the input bias current is reduced 
to , all transistor sizes remain the same, and . 
a. Estimate the dc gain of the opamp.
b. Estimate the –3-dB frequency of the first stage.
c. Estimate the unity-gain frequency of the opamp.
d. Find the slew rate.

6.2 If all of the gate lengths in Fig. 6.3 are increased to 0.4 μm, what is the resulting impact on
a. the dc gain of the opamp
b. the unity-gain frequency of the opamp

SPICE! Most of 
these problems can 
be performed with 
the aid of SPICE 
simulations using 

the provided device models.

0.18-μm

ID8 15 μA= Cc 2 pF=
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6.3 In the two-stage opamp of Fig. 6.3, . 
a. What is the slew rate?
b. What circuit changes could be made to increase the slew rate by 30% while keeping  and  unchanged?
c. What circuit changes could be made to increase the slew rate by 20% while keeping  and power consumption

unchanged?
6.4 How should the sizes of  and  change in Problem 6.3 to maintain zero systematic offset voltage?
6.5 Assume  of the two-stage opamp in Fig. 6.3 is widened to 21 μm wide, and everything else remains the same. 

Estimate the inherent input-offset voltage.
6.6 Ignoring the body effect, what is the output voltage range of the opamp of Fig. 6.3? What is the range of acceptable 

common-mode input voltage, assuming a 1.8-V power supply is used?
6.7 Repeat Problem 6.6, but take the body effect into account and find approximate answers. Assume the body termi-

nals of  are connected to VDD,  and Y = 0.3 V-1/2

6.8 Assume the two-stage opamp of Fig. 6.3 is connected 
with a resistive feedback network, as shown in
Fig. P6.8. If , how much current flows 
through ? Hence, what is the remaining current 
flowing through ? Estimate the effect of this on 
the transconductance  and the second pole 
frequency, .

6.11.2 Section 6.2: Opamp 
Compensation

6.9 A two-stage opamp with compensation capacitor has an equivalent second-pole frequency of 60 MHz. Assume the 
input transistors of the first stage have a transconductance of 3 mA/V and that there is an output buffer with a gain 
of exactly unity. What is the required size of the compensation capacitor if the phase margin is to be 55° for the 
feedback configuration shown in Fig. P6.8?

6.10 For the result of Problem 6.9, what is a near-optimum size for a capacitor to be placed in parallel with R2 in order 
to obtain lead compensation?

6.11 You are to compensate the two-stage opamp of Fig. 6.3 when driving a load capacitance of . 
a. Following the procedure in section 6.2.2, select the values of  and  in the compensation network assum-

ing a unity-gain feedback configuration.
b. Keeping the same values of  and  as in part (a), what is the maximum load capacitance that can be driven

while maintaining at least  phase margin?
c. Modify , , and  to increase the slew rate by 30% while maintaining the same phase margin and total

power consumption. Estimate the resulting impact on the opamp’s dc gain.
6.12 Assume a two-stage opamp has been optimally compensated for a noninverting closed-loop gain of 4 (i.e., 

) using the procedure in section 6.2.2 so that the equivalent second pole is 43% above the unity-gain fre-
quency, , and the lead compensation zero is 70% above the unity-gain frequency, . 
What is the phase margin if the feedback network is modified to provide a closed-loop gain of 2 (i.e., )? 
What about a unity-gain configuration ( )?

6.13 It is desired to increase the width, and hence drain currents, of  in the two-stage opamp of Fig. 6.3 in order to 
improve the amplifier’s bandwidth. Assuming a load capacitance of , estimate the width of  required to 
provide a second pole frequency of 300 MHz.

6.14 Consider what happens when  is placed on the output side of  in Fig. 6.10 (rather than where it is shown). 
Explain why the resulting two-stage opamp circuit would then oscillate for large positive output values.

CC 0.5 pF=

ωt CC

ωt

Q6 Q7

Q7

Q1 2, Φf 0.4≈

Fig. P6.8

Vin
Vout

R2 5 kΩ=

R1 1 kΩ=

Vin,cm = 0.6 V

Vin 0.5 V=
R2

Q7

gm7

ωp2

CL 5 pF=

CC RC

CC RC

60°
CC RC W1 2,

β 0.25=
ωeq 1.43ωt= ωz 1.7ωt=

β 0.5=
β 1=

Q6 7,

1 pF Q6 7,

Q9 CC
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6.15 An opamp has an open-loop transfer function given by

Assume  and  rad/s. The feedback network has a gain . The frequency of the zero is 
70% higher than the resulting open-loop unity-gain frequency, . Find  and  so that the phase 
margin is 80°.

6.16 An opamp has an open-loop transfer function given by

Find the transfer function of the closed-loop amplifier, assuming a feedback factor  exists. Find approximate equa-
tions for the resonant frequency and the Q factor of the denominator of the transfer function of the closed-loop 
amplifier.

6.17 Prove that the frequencies of the first and second poles of the amplifier of Fig. 6.3 are still given by (6.19) and 
(6.20), even when lead compensation is used (i.e., when  is included).

6.11.3 Section 6.3: Advanced Current Mirrors

6.18 Calculate the output impedance of the two-transistor diode-connected circuit shown in Fig. P6.18 using small-
signal analysis. Assume both transistors are in the active region, ignore the body effect, and assume , 

, and .

6.19 Assume  is chosen to be 1 in Fig. 6.12 and all transistors are taken to be equal sizes, except  is chosen so 
that , where  is chosen to be 0.2 V for all transistors except . Ignoring the 
body effect, find the required size for all transistors assuming they all have lengths equal to 0.3 μm. Assume that 

.
6.20 For the circuit in Problem 3.23 (page 147) replace  and  with a single diode-connected NMOS transistor  

to generate the gate voltage of . Find the size of  to maximize the signal swing that can be obtained at the 
amplifier output, , while ensuring all transistors remain in active mode.

6.21 What are the drain-source voltages of  and  from Problem 6.19 if the lengths of  and  are decreased to 
0.2 μm to maximize speed?

6.22 Using small-signal analysis and ignoring the body effect, show that the circuit of Fig. 6.13 has an output impedance 
given by .

A s( )
A0 1 s

ωz

------+⎝ ⎠
⎛ ⎞

1 s
ω1

------+⎝ ⎠
⎛ ⎞ 1 s

ω2

------+⎝ ⎠
⎛ ⎞

------------------------------------------=

A0 104= ω2 108= β 0.5=
ωz 1.7ωt= ω1 ωt

A s( )
A0 1 sτz+( )
sτ1 1 sτ2+( )
------------------------------≅

β
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gm1 gm2=
rds1 rds2= gmrds >> 1

VB

rout

Q2

Q1

Fig. P6.18

n W L⁄( )5
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6.23 A wide-swing cascode current mirror is shown in Fig. P6.23. Assuming all devices are identically sized , 
derive an expression for the resistance  in terms of the current  and device parameters in order to ensure that 

 and  are in active mode. How should  be chosen to provide 50 mV of margin so that 

?
6.24 Consider the compound transistor in Fig. P6.24. Transistor  is in triode and  is in active mode. Find the rela-

tionship between  and  in terms of  where .

6.25 The resistor  in Fig. P6.23 can be replaced by the triode transistor  in the circuit of Fig. P6.24. The result is the 
circuit shown in Fig. P6.25 [Sooch, 1985]. All devices are sized identically except for  which is sized smaller by 
a factor . Find the value of  required to keep  in active mode.

W L⁄( )
R1 Iin

Q1 Q3

Fig. P6.23

Iout

Q1
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Q3

Rout
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Q2Q4
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6.26 For the circuit shown in Fig. P6.26, using small-signal analysis, find the output impedance. Approximate this 
expression for large  and compare this to the approximate expression without the amplifier (i.e., ).

6.27 For the circuit shown in Fig. 6.16 with the W/L ratios shown and assuming all lengths are 0.3 μm, estimate the 
output impedance. Assume that all current sources are ideal and that . Compare this to the output 
impedance of a wide-swing cascode current mirror where the gate of  was simply connected to a dc bias voltage 
that keeps  in active mode.

6.28 The folded cascode amplifier in Fig. P6.28, is to be designed using the process parameters for the  process 
in Table 1.5. Assume the bias voltage of the input is such that the bias voltage of the output is 1.5 V.
a. Find the device widths so that  for all transistors except  and . Take

. Take  for all transistors.
b. Find the bias voltages at all nodes and verfify that all transistors are in the active region. (Ignore the body-effect

when calculating the nodal voltages.) 
c. Find the impedance separately looking into the drain of  and looking into the drain of  and also the ampli-

fier output impedance. 
d. Find the amplifier gain. 
e. Assuming the load capacitance is 0.25pF and dominates, what is the –3dB bandwidth of the the amplifier? What

is the unity-gain frequency of the amplifier?
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6.11.4 Section 6.4: Folded-Cascode Opamp

6.29 An OTA has  and a dc gain of 45 dB. What is its output resistance, ?
6.30 An OTA has a unity gain frequency of 50 MHz and a dc gain of 65 dB. What is its dominant pole frequency?
6.31 A folded cascode opamp is to be used in the feedback configuration of Fig. 6.23 with , , and 

 all negligible. Assume the input differential pair transistors are to be biased with , 
and 80% of the total dc current dissipation is to flow through the input differential pair transistors. Estimate the 
total current consumption required to obtain a closed-loop 3-dB bandwidth of 60 MHz.

6.32 Augment the design of the folded-cascode opamp in Example 6.9 to replace  with the wide-swing cascode bias 
circuit of Fig. 6.12 where  and . Next, replace the tail current source  with a 
NMOS transistor biased by the same wide-swing bias circuit. Finally, introduce additional circuitry to generate the 
required bias voltage . Give the sizes of all transistors.

6.33 For the folded-cascode amplifier shown in Fig. 6.20, with the transistor sizes given in Table 6.1, , 
and , find the unity-gain frequency and the slew rate.

6.34 For the folded-cascode amplifier shown in Fig. 6.20, with the transistor sizes given in Table 6.1, estimate the 
approximate frequency of the second pole caused by the parasitic capacitances at the drains of  and . 
Assume a  power supply is used, and the total supply current is 0.4 mA as in Example 6.9. To simplify mat-
ters, junction capacitances can be ignored. What should  be to achieve 70° phase margin? What would the cor-
responding unity-gain frequency and slew rate be?

6.35 For the amplifier of Problem 6.34, find the load capacitance, , for a 55° phase margin. What size resistor should 
be used to provide lead compensation with ? What is the final phase margin? What is the final unity-
gain frequency and slew rate?

6.36 For the folded-cascode amplifier shown in Fig. 6.20, assume the bias currents of  and  are  times greater 
than the bias currents in  and . Assume the total bias current in the opamp, , is determined by a speci-
fied power dissipation. Derive an equation for the unity-gain frequency in terms of  and . Then show that 
the unity-gain frequency is maximized by taking  large.

6.37 Define  as in Problem 6.36, but this time derive the dc gain terms of  and  and show that it is maximized 
by taking  large.

6.38 Modify all of the device sizes of the opamp designed in Example 6.9 and compensated in Example 6.10 so that the 
gate lengths are reduced to , while all values of  and all drain currents are kept constant. What is 
the resulting effect on the opamp’s dc gain, unity-gain frequency, and slew rate? Estimate the effect on the opamp’s 
second equivalent pole frequency.

6.11.5 Section 6.5: Current Mirror Opamp

6.39 Derive an equation for the ratio of the unity-gain frequency of the folded-cascode amplifier of Fig. 6.20 to the 
unity-gain frequency of the current-mirror opamp of Fig. 6.22 in terms of  and  assuming both amplifiers 
have the same size input transistors, total power dissipation, and load capacitances. For the folded-cascode opamp, 
define  to be . What is this ratio for  equal to 1, 2, and 4?

6.40 A current-mirror opamp is to be used in the feedback configuration of Fig. 6.23 with , , and 
 all negligible. Assume the input differential pair transistors are to be biased with , 

and . Estimate the total current consumption required to obtain a closed-loop 3-dB bandwidth of 60 MHz. 
How does this result compare with that obtained for the folded cascode opamp in Problem 6.31? What is the result-
ing slew rate?

6.41 Repeat Problem 6.40, but this time assume the input differential pair devices are biased in subthreshold so that 
.

Gma 5 mA/V= rout
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6.42 For the enhanced current-mirror circuit shown in Fig. P6.26, replace the amplifier  with the current-mirror 
opamp. Derive an expression for the output resistance,  in terms of the constituent transistors’ small signal 
parameters ( , , etc.).

6.43 Resize transistors  in the current-mirror opamp of Example 6.11 to make . What is the resulting 
impact on dc gain, unity-gain frequency, and slew rate?

6.44 Consider the current mirror opamp of Fig. 6.22 with the device sizes listed in Table 6.3 and . What is 
the maximum value of  for which a unity-gain frequency of 80 MHz is provided? What is the resulting 
slew-rate?

6.45 It is desired to reduce the power consumption of the opamp in Problem 6.44 by 20% while maintaining the same slew-
rate performance. Keeping all device lengths  and all  the same, find new values for the device widths 
and . For this new design, what is the maximum value of  for which a unity-gain frequency of 80 MHz is provided?

6.11.6 Section 6.6: Linear Settling Time Revisited

6.46 Consider the current-mirror opamp described in Example 6.11, in the feedback configuration shown in Fig. 6.23, 
with  and  . What is the linear settling time for 1 percent accuracy?

6.47 For the case described in Example 6.12, and assuming a current-mirror opamp described in Example 6.11, also 
assume the input voltage is a 1-V step change. Would the opamp slew rate limit? If so, how close must the output volt-
age come to its final value before its output voltage rate of change is less than the slew rate? How long would this 
take? How much longer would be required for linear settling to 1 percent of the total voltage change at the output?

6.48 Consider the circuit shown in Fig. P6.48, where a high-output-impedance opamp is used. Capacitor  is the 
parasitic capacitance at the opamp input, while  is the output capacitance. Assuming linear settling, show that 
the optimal value for minimizing the time constant of this circuit is given by

6.49 Based on the results of Problem 6.48, derive  for , , and . Sketch  for 
other values of  between  and .

A
Rout

gm rds

Q8 10 12 14, , , K 4=

Table 6.3 The transistor sizes (in μm) for the opamp considered
in Problem 6.44.

Q1 90/0.2 Q7 20/0.2 Q13 4/0.2
Q2 90/0.2 Q8 60/0.2 Q14 12/0.2
Q3 20/0.2 Q9 20/0.2
Q4 20/0.2 Q10 60/0.2
Q5 20/0.2 Q11 4/0.2
Q6 20/0.2 Q12 12/0.2

Ib 320 μA=
CL

L 0.2 μm= Veff

Ib CL

C1 1 pF= C2 CC Cload= = = 5 pF

Cp
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Fig. P6.48
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6.11.7 Section 6.7: Fully Differential Opamps

6.50 What are the single-ended slew rates of the fully differential folded-cascode and current-mirror opamps, assuming 
 and the current densities are the same as those of Example 6.9 and Example 6.11, respectively? Calculate 

the slew rates in both the positive and the negative directions. Assume the load capacitances are 10 pF between 
each output and ground. For the folded-cascode design, assume the clamp transistors  and  of Fig. 6.28 have 
not been included. Also, assume the current sources biasing the output stages do not change during transients.

6.51 Derive the slew rate of the fully differential opamp of Fig. 6.30 in terms of , , and .
6.52 Derive an equation for the unity-gain frequency of the fully differential opamp shown in Fig. 6.31 in terms of  

and .
6.53 Derive expressions for the unity-gain frequency and slew rate of the fully differential opamp shown in Fig. 6.33 in 

terms device parameters and sizes, component values, and the bias currents , , and .

6.11.8 Section 6.8: Common-Mode Feedback Circuits

6.54 Assume the CMFB circuit of Fig. 6.34 has a 1.8-V power supply voltage, and that the current sources require 0.3 V 
across them in order to have all transistors remain in the active regions. Ignoring the body effect, what  bias 
voltage should be used for the channel transistors to maximize signal swing? What is the maximum 
single-ended signal swing before the gain of the common-mode feedback circuitry goes to zero and why?

6.55 Repeat Problem 6.54, but do not ignore the body effect. Assume the wells of the channel transistors are 
connected to .

6.56 For the circuit of Fig. 6.37, find an expression for the gain from  to the output common-mode voltage, , 
in terms of the transistor small-signal parameters. If the common-mode sense and different amplifier circuits of 
Fig. 6.36 are used in Fig. 6.37, find an expression for the loop gain.

6.57 A simple common-mode feedback circuit for a folded-cascode opamp is presented in Fig. P6.57. If the bias currents of 
all transistors are  and device lengths are , choose the device widths  identically 
so that the output common-mode level is 0.8 V. Next, select  to maximize the available output signal swing.
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C H A P T E R

7

302

Biasing, References, 
and Regulators

Although often ignored during the course of first-pass analog design, a critical factor in determining a circuit’s
overall performance is the quality of the dc voltage and current sources. This chapter covers the design of circuits
used to establish those dc voltages or currents. They are, themselves, sophisticated analog circuits usually employ-
ing feedback.

7.1 ANALOG INTEGRATED CIRCUIT BIASING
In an analog integrated circuit, many subcircuits work together to generate all of the various dc voltages and cur-
rents. These include bias circuits, reference circuits, and regulators. A bias circuit generates the dc voltages
required to keep transistors near some desired operating point; of course, as transistor parameters change, either
from chip to chip or with changes in temperature, so must the bias voltages. A reference circuit generates a voltage
and/or current of a known fixed absolute value (for example, one volt). Finally, a regulator circuit improves the
quality of a dc voltage or current, usually decreasing the noise. Fig. 7.1 shows how these circuits may work
together to support the analog circuits on a large mixed analog–digital chip.

Fig. 7.1 A large mixed analog–digital integrated circuit emphasizing the role of biasing, 
references, and regulators.
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7.1 Analog Integrated Circuit Biasing 303

7.1.1 Bias Circuits

Generally, the objective of a bias circuit is to ensure that the dc operating
points of the transistors in an analog circuit remain within a desired range.
Unlike a reference circuit, this means that the dc outputs of a bias circuit
may adjust to process and temperature variations. Several approaches may
be taken towards biasing. One is to ensure that circuits are biased to permit
constant voltage swings; another is to ensure that constant currents are main-
tained; yet another is to try to ensure constant gain is maintained. These are
illustrated in the following example.

EXAMPLE 7.1

Consider the simple NMOS differential pair in Fig. 7.2 biased, nominally, with  and
. With a 10% decrease in both  and , and a 10% increase in , how must  change to

ensure: a) a constant drain current in the matched differential pair devices ; b) a constant voltage drop across
the resistors ; c) a constant gain.

Solution
Assume all MOSFETs are in active mode and obeying a simple square-law voltage–current relationship. Before
the 10% changes, .
a) The drain currents of  are one-half the drain current in ,

.

Hence, to maintain a constant drain current the gate voltage  will have to increase 45 mV along with .
In addition, the effective gate-source voltage  must change in inverse proportion to
changes in . However,  has only secondary effects on drain current, so little if any change is
required in  in response to small changes in . Therefore,

.

Key Point:  A bias circuit generates 
the dc voltages required to keep 
transistors near some desired oper-
ating point; as transistor parame-
ters change, either from chip to 
chip or with changes in tempera-
ture, so must the bias voltages.

Veff 1, 200 mV=
Vtn 450 mV= μnCox R Vtn Vb

Q2 3,

R

Fig. 7.2 NMOS differential pair biased by a simple current source.
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304 Chapter 7 • Biasing, References, and Regulators

b) The voltage drop across  is given by . In addition to the dependencies described in part (a) above,
keeping the voltage drop constant will require the drain current, and hence , to change in inverse pro-
portion to changes in . Therefore,

.

c) The small-signal gain of the differential pair is  where it may be shown that 

Hence, as in parts (a) and (b), keeping the gain constant demands that  change in direct proportion to any
changes in . Moreover,  must change in inverse proportion to changes in  and .
Therefore,

Example 7.1 illustrates the challenge of designing a good bias circuit which must somehow monitor multiple
device parameters and automatically adjust multiple analog voltages to achieve a desired effect.

Since bias circuits only support other analog circuits by providing their dc voltages, their area and power con-
sumption represents an overhead cost that a designer will want to minimize. Hence, one bias circuit is usually
shared by several subcircuits. An important practical consideration is, therefore, how to distribute the bias circuit
outputs without subjecting them to noise and inaccuracies due to component mismatches across the chip. 

Most (or all) of a bias circuit’s outputs will be the gate (or base) voltages used to bias current sources. When
distributing these bias voltages, any devices that are required to operate as a current mirror should be placed
within the same subcircuit in close physical proximity to one another to ensure good matching between those
devices. 

For example, consider the common scenario depicted in Fig. 7.3: a reference current, , is available at one
location on an integrated circuit and must be replicated at the drain of NMOS device  located at a great dis-
tance across the chip. Two methods for generating the gate voltage of  are shown. In Fig. 7.3(a), a simple
NMOS current mirror is used and the mirror devices are separated by a long wire. In this scheme, the long wire
carries zero current and it is hence referred to as “voltage-mode” bias distribution. Inevitable differences between
the threshold voltages of  and , and even the ground potentials at their source and body terminals lead to
considerable uncertainty in the resulting current .

In Fig. 7.3(b), PMOS current mirror  is introduced to generate an intermediate current  that is trans-
mitted across the chip. Unlike Fig. 7.3(a), here the long wire carries a non-zero current making this a “current-
mode” approach to bias distribution. It is preferred since both pairs of current mirror devices are co-located, so
that their currents may be well-matched. Naturally, the simple current mirrors in Fig. 7.3 may be replaced by high
output impedance variants to improve their accuracy, but the basic advantage of current-mode bias distribution
remains. Current-mode distribution may consume more power and area than voltage-mode distribution due to the
additional devices and bias current required. However, these minor disadvantages are ameliorated by recognizing
that  and  in Fig. 7.3(b) can be made quite small and the current  reduced so that the added power and area
are minimal.1

Also note that Fig. 7.3(b) includes decoupling capacitors at the gates of all transistors. These are important to
filter noise at those nodes and may be implemented as MOS capacitors. The decoupling capacitor is connected to

1. A practical lower limit of 10’s of  is usually established for  since smaller currents can result in too much noise on the resulting 
bias voltages.
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7.1 Analog Integrated Circuit Biasing 305

the positive supply, not ground, because its purpose is to maintain a constant gate-source voltage on  and .
Hence, it is desirable for that gate voltage to track any noise on the positive supply, thereby maintaining a constant
bias current .

7.1.2 Reference Circuits

Known absolute values of voltage or current are most useful at the interface between
integrated circuits, or between an integrated circuit and some other discrete component.
For example, two integrated circuits may be required to interface with a signal swing of
one volt. A reference voltage or current may sometimes be derived from the supply volt-
age, but the supply is not always controlled with sufficient accuracy in which case a ref-
erence voltage or current must be produced by an integrated reference circuit.
Unfortunately, although dimensionless quantities may be accurately controlled on integrated circuits (e.g., ratios
of device sizes), there are very few dimensioned quantities that do not vary significantly from one integrated cir-
cuit to another, or with variations in temperature.

EXAMPLE 7.2

Transistor  in Fig. 7.4 has an aspect ratio of ,  and . Resistor
 and . How much will  change if the value of  decreases by 30%,  decreases

by 10%,  increases by 30mV, and  increases by 100 mV?

Fig. 7.3 Two approaches to bias distribution: (a) voltage-mode (not recommended); 
(b) current-mode.
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Key Point:  A refer-
ence circuit generates 
a voltage and/or cur-
rent of a known fixed 
absolute value.
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306 Chapter 7 • Biasing, References, and Regulators

Solution
Assuming a square-law model for  and neglecting its finite output impedance to get an approximate answer, 
may be found by solving the following equation.

(7.1)

Equation (7.1) is a quadratic in  that has only one valid solution with .

(7.2)

Substituting the nominal values given above into (7.2) yields . Making the prescribed changes to
the circuit parameters results in . This represents an increase of 13% under variations that are quite
typical.

The most widely used quantity for generating a reference of high accuracy in integrated circuits (on the order
of 1% or better) has proven to be the bandgap of silicon. It is a constant whose value does not change with varia-
tions in temperature, dopant concentrations, or device dimensions. Circuits that produce a voltage proportional to
the bandgap of silicon are described in Section 7.3.

7.1.3 Regulator Circuits

A regulator’s main purpose is to produce a voltage which has low noise and from
which some current may be drawn. They are common, for example, when a critical
analog circuit must operate from the same supply voltage as other circuits. As shown in
Fig. 7.5, the other circuits introduce significant noise onto the common supply, but a
regulator can maintain a quiet supply for the critical circuitry. Digital circuits in partic-
ular are major sources of power supply noise, so regulators are common in mixed

analog–digital systems.
The general approach is to use a feedback amplifier operating under the noisy supply to generate a quiet dc

voltage that supplies the critical circuit. Hence, the regulated voltage is generally lower than the regulator’s supply
voltage. Important specifications are the immunity of the regulator’s output to variations in supply voltage and in
the load current.

Fig. 7.4 A simple circuit to establish a dc voltage at .
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Key Point:  A regulator 
circuit improves the 
quality of a dc voltage 
or current, usually 
decreasing the noise.
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7.2 Establishing Constant Transconductance 307

7.2 ESTABLISHING CONSTANT TRANSCONDUCTANCE

7.2.1 Basic Constant-Transconductance Circuit

We have seen that transistor transconductances are perhaps the most important parameters in analog amplifiers
that must be stabilized. This stabilization can be achieved by using a circuit approach first proposed in [Steininger,
1990] in which transistor transconductances are matched to the conductance of a resistor. As a result, to a first-
order effect, the transistor transconductances are independent of power-supply voltage as well as process and
temperature variations. 

The bias circuit is shown in Fig. 7.6. First it is assumed that
. This equality results in both sides of the circuit hav-

ing the same current due to the current-mirror pair . As a result, we
also must have . Now, around the loop consisting of , ,
and , we have

(7.3)

and recalling that , we can subtract the threshold voltage,
, from both sides, resulting in

(7.4)

This equation can also be written as

(7.5)

and since , we can also write

(7.6)

Fig. 7.5 A regulator maintains a quiet supply voltage for a critical analog circuit within a larger 
system having a noisy supply voltage.
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Fig. 7.6 A bias circuit that 
gives very predictable and 
stable transistor transcon-
ductances, especially for 
n-channel devices.
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Rearranging, we obtain

(7.7)

and recalling that  results in the important relationship

(7.8)

Thus, the transconductance of  is determined by  and geometric
ratios only, independent of power-supply voltages, process parameters, tem-
perature, or any other parameters with large variability. For the special case
of , we have simply

(7.9)

Not only is  stabilized, but all other transconductances are also stabilized since all transistor currents are
derived from the same biasing network, and, therefore, the ratios of the currents are mainly dependent on geome-
try. For example, for all n-channel transistors,

(7.10)

and for all -channel transistors

(7.11)

Since  is an n-channel device, the additional term  appears in
(7.11) modifying the transconductance of all p-channel devices. This,
unfortunately, exhibits large variations from chip-to-chip and small varia-
tions with temperature.

The circuit in Fig. 7.6 forms a positive feedback loop, and stability is a sig-
nificant concern. Transistor  acts as a common-source amplifier for any
small signals appearing at its gate, having diode-connected  as a load. The
resulting signal then appears at the gate of , another common-source stage

with  serving as a degeneration resistor. As long as  is large enough, this second stage will have a gain much less
than unity, ensuring stability of the loop. However, at high frequencies any parasitic capacitance across  will reduce
its impedance and tend to make the circuit unstable [Nicolson, 2004]. If  is to be a precision off-chip resistor, the
parasitic capacitances will be large including the chip pad and board. Therefore, it is usually necessary to implement at
least part of the resistance  on-chip. Unfortunately, on-chip resistances are relatively poorly controlled.

The preceding analysis has ignored many second-order effects such as the transistor output impedance and
the body effect. The body effect will modify the equation slightly, but the relationship will still depend primarily
on geometry alone. The major limitation is due to the transistor output impedance. Both effects can be mitigated
using the modified circuit shown in Fig. 7.7. Here, the pair  is implemented with PMOS devices which in
most CMOS processes permits connection to an independent body terminal. Connecting the source and body of

 together eliminates the body effect. Furthermore, an amplifier is used to maintain equal voltages at the tran-
sistor drain terminals, thus reducing the effect of finite transistor output impedance. Another advantage of the
amplifier is that it reduces the impedance at the drain of , which will reduce the gain around the positive feed-
back loop  and improve stability. The negative feedback loop comprising the amplifier and common-source
transistors  may be stabilized by proper sizing of compensation capacitor .

2
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Key Point:  A constant-transcon-
ductance bias circuit produces a 
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7.2 Establishing Constant Transconductance 309

Unfortunately, both Fig. 7.6 and Fig. 7.7 have a second stable state where all
the currents are zero. To guarantee this condition doesn’t happen, it is necessary to
add a start-up circuit that only affects the operation if all the currents are zero at
start up.

A fundamental limitation of constant-transconductance biasing is that at high
temperatures, the currents and effective gate-source voltages increase substantially
to compensate for decreasing carrier mobility and keep the transconductances sta-
ble. This limits signal swings which is particularly problematic under low supply
voltages. Since the carrier mobility is proportional to , this corresponds to a
27-percent reduction from room temperature ( ) to  ( ). Thus,
the effective gate-source voltages increase by 27 percent to keep the transistor
transconductance unchanged since

(7.12)

As long as the effective gate-source voltages have not initially been designed to be
too large, this limitation is tolerable in most applications.2 A typical value for
effective gate-source voltages might be 0.2 V to 0.25 V at room temperature.

7.2.2 Improved Constant-Transconductance Circuits

It is possible to incorporate wide-swing current mirrors into the constant-transcon-
ductance bias circuit described above. This modification greatly minimizes most of
the detrimental second-order imperfections caused by the finite-output impedance of
the transistors, without greatly restricting signal swings. The complete circuit is
shown in Fig. 7.8 [McLaren, 2001]. This circuit is a modification of the circuit
described in Fig. 7.6, and has both wide-swing current mirrors and a start-up circuit.

A constant-transconductance bias is provided by transistors , so that  as in Fig. 7.7. The
resulting current is then mirrored to  and used to the generate the PMOS gate bias voltage . Notice that
the current density  of  is five times greater than that of . Hence, the gate voltage of  is suit-
able for use as the PMOS cascode bias . Similarly,  form a wide-swing PMOS cascode current mirror
that directs current into  with five times greater current density than in , so that the gate voltage  is a suit-
able NMOS cascode bias .

An example of a start-up circuit is also shown on the right side of Fig. 7.8. In the event that all currents in the
bias loop are zero, Q9 will be off. Since Q8 operates as a high-impedance load that is always on, the gates of Q10,11
will be pulled low. These transistors then will inject currents into the bias loop, which will start up the circuit.
Once the loop starts up, Q9 will turn on, sourcing all of the current for Q8, pulling the gates of Q10,11 high, and
thereby turning them off so they no longer affect the bias loop. This circuit is only one example of a start-up loop,
and there are many other variations. For example, sometimes the n-channel transistor, Q8, is replaced by an actual
resistor (perhaps realized using a well resistor).

It is of interest to note that the bias circuit shown consists of four different loops—the main loop with positive
feedback, the start-up loop that eventually gets disabled, and the two loops used for establishing the bias voltages
for the cascode transistors. These latter two loops also constitute positive feedback but with very little gain.
Finally, note that the opamp included in the constant-  bias loop may itself be biased by the loop.

2. Also, if on-chip resistors, such as well or diffusion resistors, are used, this effect will be somewhat offset by their positive tempera-
ture-coefficient dependency.
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310 Chapter 7 • Biasing, References, and Regulators

7.3 ESTABLISHING CONSTANT VOLTAGES 
AND CURRENTS

An important analog building block, especially in data acquisition systems, is a voltage reference. Ideally, this
block will supply a fixed dc voltage of known amplitude that does not change with temperature. This can be
combined with an accurate resistance to provide a stable dc current, if needed. There have been a number of
approaches that have been taken to realize voltage references in integrated circuits. These include,

1. Making use of a zener diode that breaks down at a known voltage when reverse biased. 
2. Making use of the difference in the threshold voltage between an enhancement transistor and a depletion transistor. 
3. Cancelling the negative temperature dependence of a pn junction with a positive temperature dependence

from a PTAT (proportional-to-absolute-temperature) circuit.
The first approach is no longer popular because the breakdown voltage of a zener diode is typically larger

than the power supplies of modern integrated circuits. The second approach cannot be used when depletion tran-
sistors are not available, as is often the case. In addition, although it can be used to make quite stable references,
the actual value of the reference is difficult to determine accurately because of the process sensitivity of the differ-
ence between the threshold voltage of an enhancement device and a depletion device. For these reasons, the first
two approaches are not covered here. Rather, the last approach, which is currently the most popular for both bipo-
lar and CMOS technologies, will be discussed. Voltage references based on the last approach are commonly called
“bandgap” voltage references for reasons that will become apparent shortly.

7.3.1 Bandgap Voltage Reference Basics

As just mentioned, a bandgap voltage reference is based on subtracting the voltage of a forward-biased diode (or
base-emitter junction) having a negative temperature coefficient from a voltage proportional to absolute temperature

Fig. 7.8 A constant-transconductance bias circuit having wide-swing cascode current mirrors. 
Shown next to each device are reasonable choices for the device widths normalized to the width 
of  assuming equal gate lengths.
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7.3 Establishing Constant Voltages and Currents 311

(PTAT). As we shall see, this PTAT voltage is realized by amplifying the voltage difference of two forward-biased
base-emitter (or diode) junctions. A bandgap voltage reference system is shown symbolically in Fig. 7.9.

A forward-biased base-emitter junction of a bipolar transistor3 has an I-V relationship given by

(7.13)
where  is the transistor scale current and, although not shown, has a strong dependence on temperature.

Writing the base-emitter voltage as a function of collector current and temperature, it can be shown that
[Brugler, 1967; Tsividis, 1980]

(7.14)

Here,  is the bandgap voltage of silicon extrapolated to  (approximately ),  is Boltzmann’s
constant, and  is a temperature constant approximately equal to 2.3. Also,  and  are the collector current
density and temperature, respectively, while the subscript 0 designates an appropriate quantity at a reference tem-
perature, . Specifically,  is the collector current density at the reference temperature, , whereas  is the
collector current density at the true temperature, . Also,  is the junction voltage at the reference tempera-
ture, , whereas  is the base-emitter junction voltage at the true temperature, . Note that the junction current
is related to the junction current density according to the relationship

(7.15)
where  is the effective area of the base-emitter junction.
For  constant,  will have approximately a 
temperature dependence around room temperature. This nega-
tive temperature dependence is cancelled by a PTAT tempera-
ture dependence of the amplified difference of two base-emitter
junctions biased at fixed but different current densities. Using
(7.14), it is seen that if there are two base-emitter junctions
biased at currents  and , then the difference in their junction
voltages is given by

(7.16)

Thus, the difference in the junction voltages is proportional to absolute temperature. This proportionality is quite
accurate and holds even when the collector currents are temperature dependent, as long as their ratio remains fixed.

3. It is here assumed the reader is familiar with the basics of bipolar transistors.  If needed, the reader may refer to Section 8.1.1 for this 
background.

Fig. 7.9 A simplified circuit of a bandgap voltage reference.
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EXAMPLE 7.3

Assume two transistors are biased at a current-density ratio of 10:1 at  . What is the difference in their
base-emitter voltages and what is its temperature dependence?

Solution
Using (7.16), we have

(7.17)

Since this voltage is proportional to absolute temperature, after a  temperature increase, the voltage difference
will be

(7.18)

Thus, the voltage dependence is  or . Since the temperature dependence of a single
 is , if it is desired to cancel the temperature dependence of a single , then  should be

amplified by about a factor of 10, as explained next.

It will be seen shortly that when realizing a bandgap voltage reference, although the output voltage is temper-
ature independent, the junction currents turn out to be proportional to absolute temperature (assuming the resistors
used are temperature independent). Thus, to simplify derivations, we will first assume the junction currents are
proportional to absolute temperature. Later, it will be verified that this proportionality relationship is true when
circuit realizations are described. We therefore first assume

(7.19)

where  is the current density of the collector current of the ith transistor, whereas  is the same current density
at the reference temperature.

Now, assume that the difference between two base-emitter voltages is multiplied by a factor of  and added
to the base-emitter voltage of the junction with the larger current density. Using (7.16) and (7.19) along with
(7.14), we have

(7.20)

Equation (7.20) is the fundamental equation giving the relationship between the output voltage of a bandgap
voltage reference and temperature. Here,  is the base-emitter junction voltage of the second transistor at
temperature . If we want zero temperature dependence at a particular temperature, we can differentiate (7.20)
with respect to temperature and set the derivative to zero at the desired reference temperature. From (7.20), we
have

(7.21)
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Setting (7.21) equal to zero at , we see that for zero temperature dependence at the reference temperature,
we need

(7.22)

The left side of (7.22) is the output voltage  at  from (7.20). Thus for zero temperature dependence at
, we need

(7.23)

For the special case of  and , (7.23) implies that
(7.24)

for zero temperature dependence. Notice that this value is independent of the current densities chosen. Thus, if a
larger current density is chosen, then  must be taken appropriately smaller to achieve the correct reference out-
put voltage. In precision integrated voltage references, this correct output voltage is achieved by trimming at the
time the wafer is being tested. From (7.22), the required value for  is

(7.25)

at .
The reason for the name of the bandgap voltage should now be apparent. Specifically, for zero temperature

dependence, the output of a bandgap voltage reference is given by the bandgap voltage plus a small correction
term to account for second-order effects.

The output voltage of the reference for temperatures different from the reference is found after back-
substituting (7.22) and (7.23) into (7.20). After some manipulations, the result is

(7.26)

and

(7.27)

These equations can be used to estimate the temperature dependence at temperatures different from the reference
temperature. In the next section, a practical bipolar realization of a bandgap reference will be described.

EXAMPLE 7.4

Estimate the temperature dependence at  for a bandgap voltage reference that was designed to have zero tem-
perature dependence at . Present the result as .

Solution
Recalling that  corresponds to , we can write  and . Substituting these val-
ues into (7.27), we have
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(7.28)

For a reference voltage of , a dependency of  results in 

(7.29)

where  represents parts per million. It should be mentioned here that practical effects result in voltage refer-
ences with typically 4 to 10 times larger values than this small amount of temperature dependency. It should also
be noted that the ideal first-order temperature dependence of this bandgap voltage circuit is  at the ref-
erence temperature of .

7.3.2 Circuits for Bandgap References

Bipolar Bandgap References
A voltage reference originally proposed in [Brokaw, 1974] has been the basis for many bipolar bandgap refer-
ences. A simplified schematic of the circuit is shown in Fig. 7.10. The amplifier in the feedback loop keeps the
collector voltages of  and  equal. Since , this guarantees that both transistors have the same collec-
tor currents and collector-emitter voltages. Also, notice that the emitter area of  has been taken eight times
larger than the emitter area of . Therefore,  has eight times the current density of , resulting in

(7.30)

We have for the circuit
(7.31)

Also

(7.32)
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Fig. 7.10 A simplified schematic of a bipolar bandgap voltage reference.
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But

(7.33)

Substituting (7.32) and (7.33) into (7.31) gives

(7.34)

which is of the form desired to realize a bandgap reference. It is immediately recognizable that

(7.35)

Assuming , from (7.25)

(7.36)

In an integrated implementation,  or  would be trimmed while monitoring  to force it equal to the desired
reference voltage. Furthermore, the optimum value for this voltage might be determined empirically during the
prototype phase of the design cycle.

Notice also, from (7.16) and (7.33), we have

(7.37)

implying that all currents are proportional to absolute temperature (assuming that resistor  is temperature inde-
pendent). Thus, as assumed earlier, all currents are indeed PTAT. It is worth mentioning here that PTAT currents
are often used to bias many bipolar circuits, as they result in transistor transconductances being independent of
temperature. This constant transconductance has the desirable feature that circuit speed is relatively independent
of temperature, but, unfortunately, has the undesirable feature that the circuit power dissipation goes up consider-
ably at high temperatures, which makes it more difficult to dissipate the heat.

In applications where it is desirable to have reference voltages larger than , a modified bandgap refer-
ence as shown in Fig. 7.11 can be used. It is not difficult to show that the output voltage is now given by 

(7.38)

Resistor  has been added to cancel the effects of the finite base currents going through  and should be cho-
sen according to the formula in the figure. The interested reader is referred to [Brokaw, 1974] for additional details
concerning this realization.

CMOS Bandgap References
The most popular method for realizing CMOS voltage references also makes
use of a bandgap voltage reference despite the fact that independent bipolar
transistors are not available. These CMOS circuits rely on using what are
commonly called well transistors. These devices are vertical bipolar transis-
tors that use wells as their bases and the substrate as their collectors. In an n-
well process (a common modern process), these vertical bipolar transistors are
pnp types with their collectors connected to ground, as shown in Fig. 7.12(a).
In a p-well process, they would be npn transistors with their collectors connected to the positive power supply, as
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shown in Fig. 7.12(b). These transistors have reasonable current gains, but their main limitation is the series base
resistance, which can be high due to the large lateral dimensions between the base contact and the effective emitter
region. To minimize errors due to this base resistance, the maximum collector currents through the transistors are
usually constrained to be less than 0.1 mA. It is possible to use these transistors to implement bandgap voltage ref-
erences using configurations similar to those shown in Fig. 7.13(a) for n-well processes [Kujik, 1973] or
Fig. 7.13(b) for p-well processes [Ye, 1982]. 

With respect to the n-well implementation of Fig. 7.13(a), we have
(7.39)

Also, assuming the opamp has large gain and that its input terminals are at the same voltage, then
(7.40)

Now, since the current through  is the same as the current through , we have

(7.41)

using (7.40). The opamp feedback also makes the voltage across  equal to the voltage across . Using this
fact and substituting (7.41) into (7.39) results in

(7.42)

Fig. 7.11 A bipolar bandgap with output voltages greater than 1.24 V.

Q2
Q1

R1

R2

Vref

AE1 = 8AE2

1

R3
R4

R5

R3
R2

R1

------ R4 | R5|( )=

Fig. 7.12 Vertical CMOS well transistors realized in (a) an n-well process and (b) a p-well process.
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which is in the required form to realize a bandgap reference. In integrated realizations of this reference, the bipolar
transistors are often taken the same size, and the different current-densities are realized by taking  greater than

, which causes  to be larger than . In this case, we would have

(7.43)

since  and  have the same voltage across them. Also, recalling from (7.16) that 

(7.44)

and using (7.43) in (7.42) gives

(7.45)

It is immediately recognizable that

(7.46)

EXAMPLE 7.5

Find the resistances of a bandgap voltage reference based on Fig. 7.13(a), where , , and
 at .

Solution
Recalling from (7.24) that 

(7.47)

therefore, from (7.39), we require
(7.48)

Fig. 7.13 Bandgap voltage references implemented with well transistors in (a) an n-well CMOS pro-
cess, and (b) a p-well CMOS process.
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Also, since , we have

(7.49)

and 

(7.50)

Now, recalling from (7.26) that 

(7.51)

therefore

(7.52)

It is of interest to note here that using (7.44) and noting that  (since the sizes of  and  are
assumed to be the same), we find that 

(7.53)

gives the temperature dependence value of , as found in Example 7.3, which requires approximately
a gain of 10 to cancel temperature dependency (actually 9.93 in this case).

 The design equations for a voltage reference that is suitable for p-well processes and shown in Fig. 7.13(b)
are essentially identical to those just given for the n-well reference.

In CMOS realizations of the references just described, the large value resistors are often realized by well
resistors. Unfortunately, these resistors have a temperature dependence approximately given by [Michejda, 1984]

(7.54)

where . The errors caused by this temperature dependence can be eliminated by offsetting  slightly
positive from the value given by (7.23) to

(7.55)

Assuming the effects of the temperature coefficient of the resistors have been minimized, the next major
source of error is often due to the input-offset voltage of the opamp [Michejda, 1984]. This results in an error term
in the equation for  that is roughly equal to  times the input-offset voltage of the opamp. For example, a

 offset error that is temperature independent causes a temperature coefficient (TC), error approximately
given by [Song, 1983]

(7.56)

One means of eliminating this source of error is to use switched-capacitor (SC) amplifiers that have input-offset
compensation circuits [Song, 1983]. One possible SC-based voltage reference is shown in Fig. 7.14, where it
makes use of an amplifier described in [Martin, 1987]. The amplifier shown results in a circuit having its output
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7.3 Establishing Constant Voltages and Currents 319

valid at all times and is less sensitive to finite opamp gain. A detailed explanation of how the amplifier shown in
Fig. 7.14 operates is deferred until Chapter 14, where switched-capacitor circuits are discussed.

Assuming errors due to the input-offset voltage of the opamp have been minimized, there is still an inherent
temperature dependence of the bandgap voltage reference, as we saw in (7.27). In addition, a further temperature
dependence occurs because  varies slightly with temperature (which has been ignored in the above analysis).
Together, these two error sources limit the best achievable temperature coefficient to about . Mini-
mizing these second-order effects is beyond the scope of this book, but the interested reader is referred to
[Palmer, 1981; Meijer, 1982; Song, 1983] to see examples of how errors due to second-order effects have been
minimized.

An alternative realization of a CMOS bandgap reference was reported in [Degrauwe, 1985], where lateral
npn well transistors were used. Also, in [Tzanateas, 1979] a voltage reference was reported that was based on a
realized PTAT voltage from the difference of the source-gate voltages of two MOS transistors biased in weak
inversion. The interested reader can consult the references for details on these circuits.

7.3.3 Low-Voltage Bandgap Reference

A problem with the bandgap circuits described so far is that they are not
compatible with supply voltages of 1.5 V or less. The fundamental problem
is that all these circuits produce, in series, the inverse-PTAT voltage across a
pn-junction and a PTAT voltage scaled to provide temperature-
independence. Together, these voltages exceed 1 V making it impossible to
use these circuits with a 1-V supply. The solution is to instead sum currents:
one inverse-PTAT and one PTAT, passing them through a resistor to form a
temperature-insensitive reference voltage below 1 V.

A low-voltage bandgap circuit based on this idea is shown in Fig. 7.15
[Banba, 1999]. The feedback loop formed by the amplifier and current mir-
ror /  ensures that the voltages at the drains of  and  are very
well matched and equal to the forward voltage drop across diode D1, , which is inversely proportional to
absolute temperature.

Fig. 7.14 An SC-based voltage reference that is insensitive to opamp input-offset voltages.
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The voltage across  is equal to the difference between the forward bias voltages of D1 and D2, , and is
therefore PTAT. The current mirror and matched resistors  ensure that the current through the diodes differs by
the factor , and that the diode current densities differ by a factor .

(7.57)

The inverse PTAT  and PTAT  are converted into the currents  and  by the resistors  and ,
respectively.

(7.58)

(7.59)

These two currents are summed at the drain of  and mirrored to device . The resulting current then passes
back through resistor  to yield the reference output.

(7.60)

The values , , , and  are chosen to ensure that the inverse temperature coefficient of the first term is pre-
cisely cancelled by the positive temperature coefficient of the second term. Notice that nowhere are there DC volt-
ages exceeding , so this circuit has been used with supply voltages as low as 0.8 V. The values of  and 
can be chosen to scale the actual value of the reference potential at , while the values of ,  and  are
chosen to cancel the negative and positive temperature coefficients of the first and second terms in (7.60). Opamp
offset and mismatch in the current mirror devices, diodes, and resistors are all sources of error.

7.3.4 Current Reference

Once a bandgap voltage has been established, it can be used in combination with a resistor to provide a reference
current. The basic approach is illustrated in Fig. 7.16. Feedback is used to generate the PMOS gate voltage that
results in a voltage drop of precisely  across a resistor . This gate voltage can then be used to generate a
scaled copy of the resulting current, . If  is an on-chip resistor, the reference current will vary

Fig. 7.15 A low-voltage bandgap circuit [Banba, 1999].
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with the value of on-chip resistors. This may be desirable if the current is passing through another on-chip resistor
matched to , in which case the resulting voltage drop will be stable. If, however, an absolute current reference is
required, a precision resistor may be realized either off-chip or by trimming  and somehow compensating for its
temperature variations.

7.4 VOLTAGE REGULATION
A voltage regulator produces a low-noise dc voltage from which some current can be drawn. Its primary use is to
provide a quiet supply voltage to an analog circuit, particularly in environments when a noisy supply voltage will
otherwise limit performance.

A basic voltage regulator is shown in Fig. 7.17. It accepts as input a refer-
ence voltage, , and produces as output . It is essentially a unity-gain
feedback buffer. The amplifier provides gain in the loop which ensures

 while , called the pass transistor, sources the load current. The
reference input may be derived from a bandgap circuit, if it is to remain fixed
over process and temperature variations. Variable-output regulators have a fixed
reference voltage and incorporate a resistive voltage divider in the feedback
loop which is adjusted to effect change in the output voltage.

Fig. 7.16 Obtaining a reference current from a voltage reference.
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Key Point:  A voltage regulator 
comprises a feedback loop that 
keeps an output voltage equal 
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Fig. 7.17 A basic voltage regulator.
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7.4.1 Regulator Specifications

Power Supply Rejection
A regulator’s ability to maintain a quiet voltage at  in the presence of noise on  is measured by superim-
posing a small signal onto  and measuring the resulting variations in . The ratio of the two small signals

 and  is its power supply rejection ratio which is usually expressed in decibels and is frequency-dependent.
(7.61)

Evaluated at dc, the inverse of supply rejection may be referred to as the line regulation.
Clearly the supply rejection of the reference generator and the opamp play important roles in the supply rejec-

tion of a regulator. For example, since  will track  within the feedback loop’s bandwidth, low frequency
supply rejection is often determined by the supply rejection of the reference generator.

Output Impedance
Variations in the current drawn by the regulator’s load, , will generally cause variations in . If the changes
are small, they are related by the regulator’s small-signal output impedance, . At high frequencies, this will be
determined by the impedance of the load capacitance, . At low frequencies, it is determined by the imped-
ance of the pass transistor  divided by the opamp gain.

Dropout Voltage
An important specification of analog integrated circuit regulators is the maximum regulated voltage that can be
maintained under a given global supply voltage, or equivalently the minimum voltage drop between the global
supply and the regulated voltage, , called the dropout voltage, . Notice that the dc power dissipation
in the transistor  is

(7.62)

This power is not being delivered to the load, so it is a major inefficiency in the system. A lower limit on this
power is imposed by the dropout voltage,

(7.63)

motivating one to operate with  near  and to minimize .
Looking at Fig. 7.17, clearly a voltage of  must be maintained between the drain and source of , oth-

erwise the transconductance of  will drop, causing a decrease in loop gain and in the accuracy with which 
tracks . A more important consideration in determining the dropout voltage, however, is that  must be
below  by at least . If the opamp is operated under the same supply voltage as , and assuming the
opamp output must be at least  below  to prevent some device there from entering triode, the dropout
voltage is at least . This quantity is not too large if native NMOS devices (having ) are avail-
able. Alternatively, in some cases the opamp is operated from a higher supply voltage.

7.4.2 Feedback Analysis

The open loop analysis of the voltage regulator with NMOS pass device in Fig. 7.17 is very similar to that of a
basic source follower. Assuming a single-stage opamp with transconductance  and output resistance , the
loop is broken at the opamp’s input and a test signal is injected, . The resulting small-signal equivalent circuit is
shown in Fig. 7.18. The regulator load is modeled by the small-signal resistance  and combined with  and

 to form . Applying the results from Chapter 4, the open-loop response is
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(7.64)

where

(7.65)

(7.66)

Assuming the loop is dominant-pole compensated, then  and the denominator (7.64) may be factored into
two first-order terms.

(7.67)

Hence, there are poles at

(7.68)

(7.69)

and there is a zero due to the feedforward signal path through 

(7.70)

There are two different ways to compensate the loop. If  is made large by including an additional compen-
sation capacitor between  and ground,  becomes the dominant term in the denominator of (7.68) and in
the numerator of (7.69). As a result, the dominant pole  is associated with the time constant at

Fig. 7.18 The open-loop small-signal schematic of a voltage regulator with NMOS pass device.
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 and  is associated with the time constant at . In this case, a capacitor is still required at the
output  to filter high frequency noise on . Alternatively,  can be made very large and  decreased so
that  is a dominant term in both (7.68) and (7.69). In this case, the two poles change roles so that  is
the output pole and  is the pole at . This generally requires a larger compensation capacitor and/or higher
power consumption in the opamp, but it provides a large capacitance at the output where it also improves supply
rejection and output impedance at medium-to-high frequencies. Generally,  will be at a much higher frequency
than the poles and have little effect on stability.

7.4.3 Low Dropout Regulators

When the regulated output must be at a voltage only 200–400 mV below , and especially when native (near-
zero- ) NMOS devices are unavailable, it is necessary to utilize a PMOS device for  as shown in Fig. 7.19. In
this case, the gate voltage  is well below  so the dropout voltage is only limited by . This is com-
monly referred to as a low dropout (LDO) voltage  regulator and is popular when power efficiency is critical.
Notice that the polarity of the opamp’s input terminals has been reversed because there is now negative small-sig-
nal gain from  to . Although the resistance seen looking into  is increased compared with Fig. 7.17 from

 to , the loop gain is also increased by roughly a factor  so the regulator’s closed-loop output
resistance is roughly the same.

A significant drawback of PMOS devices is their reduced power supply
rejection. With respect to small signals at ,  behaves like a common-
gate amplifier having considerable gain. At low frequencies, the feedback
loop tracks and cancels the resulting variations in , and at high frequen-
cies the variations are filtered by , but there is generally a mid-band fre-
quency range where it is difficult to provide good supply rejection using a
LDO.

The feedback analysis of a LDO is similar to that of a two-stage opamp,
where the opamp in Fig. 7.19 is presumed to have only a single stage and the common-source pass transistor 
provides the second gain stage. Neglecting , there are clearly two poles in the open loop response correspond-
ing to the two nodes in the system.

v1 ωp2 gm1 CL⁄≈ vreg

CL vreg CL Roa

CL Roa⁄ ωp1

ωp2 v1

ωz

VDD

Vt Q1

V1 VDD Veff 1,
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1 gm 1,⁄ rds 1, gm 1, rds 1,

Key Point:  Whereas an NMOS 
pass-transistor provides superior 
supply rejection, unless native 
NMOS devices are available, a 
PMOS pass-transistor permits a 
lower dropout voltage and, hence, 
better efficiency.
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Fig. 7.19 A low dropout (LDO) voltage regulator.
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(7.71)

The pole at the amplifier output (gate of ) is

(7.72)

where , and the output pole is

(7.73)

Again, either pole can be made dominant to compensate the loop. A
dominant output pole, , requires high power consumption
in the opamp to keep  low, but has the advantage of providing a
low output impedance at medium frequencies which improves the
supply rejection. This is particularly important in LDOs since the
PMOS pass transistor tends to amplify supply noise as described
above.

EXAMPLE 7.6

What is the supply rejection of the basic voltage regulator shown in Fig. 7.20?

Solution
A small-signal equivalent circuit is shown in Fig. 7.21 with a small-signal source shown at . With the loop
open, the response from  to  is simply that of a common-gate amplifier loaded by .

(7.74)

L s( ) GmaRoagm1RL'

1 s
ωpa

--------+⎝ ⎠
⎛ ⎞ 1 s

ωpL

--------+⎝ ⎠
⎛ ⎞

-----------------------------------------------=

Q1

ωpa
1

RoaC1'
----------------=

C1' C1 Cgs1+=

ωpL
1

RL'CL

--------------=

Key Point:  Compensation of a voltage reg-
ulator presents a difficult decision: either 
make the output pole dominant, resulting in 
high power consumption in the feedback 
amplifier, or make the pass-transistor gate 
node dominant, in which case supply rejec-
tion is worse.
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Fig. 7.20 The open-loop small-signal schematic of a LDO voltage regulator with a PMOS pass 
device.
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With the loop closed, this first-order lowpass response is shaped by . The resulting frequency
response from small signals on the supply voltage to small signals at the regulator output is the inverse of the
power supply rejection

(7.75)

The responses are plotted in Fig. 7.22 for two cases: where the load pole  is dominant, Fig. 7.22(c), and
where the opamp output pole  is dominant, Fig. 7.22(d ). In both cases, the dc rejection (line regulation) is
given by

(7.76)

Fig. 7.21 The small-signal schematic of a basic voltage regulator.
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Fig. 7.22 The power supply rejection of a LDO regulator: (a) open loop supply rejection; 
(b) closed-loop shaping frequency response; (c)  with ; 
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As the loop gain increases beyond its dominant pole frequency , the supply rejection worsens. In the first case,
this occurs at the same frequency as the output pole begins to filter out the supply noise, so the supply rejection
remains high. In the second case, the opamp pole  occurs first at frequencies where the load capacitor is still
unable to provide filtering of supply-induced noise, so the supply rejection worsens until the load pole kicks in.
Unfortunately, for stability the poles  and  must be widely spaced, so the deterioration is significant. This
usually occurs at frequencies in the range of 100’s of MHz where supply noise due to digital circuitry can be very
high, and is therefore a major challenge.

7.5 SUMMARY OF KEY POINTS
• A bias circuit generates the dc voltages required to keep transistors near some desired operating point; as tran-

sistor parameters change, either from chip to chip or with changes in temperature, so must the bias voltages.
[p. 303]

• A reference circuit generates a voltage and/or current of a known fixed absolute value. [p. 305]
• A regulator circuit improves the quality of a dc voltage or current, usually decreasing the noise. [p. 306]
• A constant-transconductance bias circuit produces a small-signal transconductance that is a fixed fraction of a

resistor value, independent of process, temperature, or supply variations. [p. 308]
• The constant-transconductance bias circuit ensures a constant transconductance in all transistors of the same

type as Q13. However, the transconductance of transistors of the opposite type will vary. [p. 308]
• Many bias circuits require auxiliary start-up circuits to prevent them from resting in a zero-current state indefi-

nitely. [p. 309]
• An integrated voltage reference is made by adding the forward bias voltage of a pn junction to the difference in

the forward voltages of two pn junctions biased at different current densities. Before adding them, these volt-
ages are scaled so that their respective positive and negative temperature coefficients cancel precisely. [p. 311]

• The implementation of bandgap references in a CMOS process makes use of bipolar transistors formed using
doped well regions in the silicon substrate. [p. 315]

• Connecting PTAT and IPTAT voltages in series to produce a precision reference results in a voltage larger than
the bandgap of silicon. To produce a bandgap reference under a lower supply voltage, it is necessary to first con-
vert the PTAT and IPTAT quantities into currents, and then sum them by shunting. [p. 319]

• A voltage regulator comprises a feedback loop that keeps an output voltage equal to a reference voltage by
controlling the flow of current to the output through a pass-transistor. [p. 321]

• Whereas an NMOS pass-transistor provides superior supply rejection, unless native NMOS devices are avail-
able, a PMOS pass-transistor permits a lower dropout voltage and, hence, better efficiency. [p. 324]

• Compensation of a voltage regulator presents a difficult decision: either make the output pole dominant, result-
ing in high power consumption in the feedback amplifier, or make the pass-transistor gate node dominant, in
which case supply rejection is worse. [p. 325]
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7.7 PROBLEMS

7.7.1 Section  7.1: Analog Integrated Circuit Biasing

7.1 A NMOS triode transistor with  in the  technology of 
Table 1.5 has . 
a. Find  so that .
b. What should the new value of  be if  increases by 30%, but  remains

?

7.2 The circuit of Fig. P7.2 is to be realized in the  technology of Table 1.5 with 
.

a. Find , , and  so that  and .
b. How much will  change if both  and  increase by 25%?
c. How much will the transconductance change if  decreases by 15%?

7.3 Assume a constant  in Example 7.1. How much does the gain vary under a 10% 
decrease in , and a 10% increase in both  and ?

7.7.2 Section  7.2: Establishing Constant Transconductance

7.4 Using the  device parameters in Table 1.5, design the bias circuit of Fig. 7.6 
to have  at 25°C for all transistors except . For  having sizes of  and 

 having a size of , what is the required value of RB? What would the effective gate-source 
voltage be at 70°C assuming electron mobility varies proportional to ?

SPICE! Most of 
these problems can 
be performed with 
the aid of Spice 

simulations using the pro-
vided device models.

W L⁄( ) 20= 0.18-μm
VS VD VB 0.3 V= = =

VG rds 1 kΩ=
VG μn rds

1 kΩ

R

Fig. P7.2
Q1
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ID

0.35-μm
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R W1 W2 Veff1 2, 300 mV= ID 50 μA=
ID Vtn Vtp

R

Vb

μnCox Vtn R

0.35-μm
Veff 0.25 V= Q15 Q10 Q14– 4 μm 0.3 μm⁄

Q15 16 μm 0.3 μm⁄
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7.5 Assuming that  is proportional to , what would  be in Fig. 7.6 at 100 °C if it was 0.2 V at 20°C?
7.6 Assume that  from Fig. 7.6 has a temperature dependence of +0.3%/°C. What would  be at 100 °C if it 

was 0.2 V at 20 °C? Assume  varies as in Problem 7.5.
7.7 Using the  devices in Table 1.5, what is the value required for  in Fig. 7.7 to give ? 

Assume  and .
7.8 Size the devices in Fig. 7.7 so that resistor  has a current of  flowing through it. All gate 

lengths are  in the  technology of Table 1.5.
7.9 Repeat Problem 7.8 for using the  device parameters in Table 1.5.
7.10 What is the effect of an dc input offset of  for the opamp in Fig. 7.7? Does the circuit still provide a constant 

transconductance?
7.11 A PMOS differential pair is to be biased to have a constant transconductance of . Design the bias 

circuit based of Fig. 7.7 to achieve this in the  technology of Table 1.5. The power consumption of the 
bias circuit (neglecting the opamp) should be 100 μW.

7.7.3 Section  7.3: Establishing Constant Voltages and Currents

7.12 Assume two bipolar transistors in a PTAT are biased at a current-density ratio of 8 : 1 at . What is the 
difference in their base-emitter voltages and what is its temperature dependence?

7.13 Assuming  and using (7.25), what is the value required for  in order to get zero temperature 
dependence at  for a current-density ratio of 8:1 in the two transistors?

7.14 Prove equations (7.26) and (7.27).
7.15 Find values for the bipolar reference of Fig. 7.11, where .
7.16 Prove that equation (7.45) holds for the voltage reference of Fig. 7.13(b).
7.17 Consider the circuit in Fig. P7.17.

a. A start-up circuit is needed for the bias circuit.
What are the startup node voltages that will
cause the circuit not to startup properly?

b. Find an expression for  in terms of the cir-
cuit parameters.  Under what conditions is a
bandgap reference? You may assume infinite

 for the MOSFETs in active mode and no
mismatch.

c. Select values for , , and  to make this
circuit a bandgap reference, assuming  of
the large BJTs has a temperature coefficient of
-2 mV/K.

d. If the threshold voltages of the two NMOS
devices differ by , give an expression for

 in terms of .

7.7.4 Section  7.4: Voltage Regulation

7.18 A linear regulator operates from a 2.5-V supply and is used to deliver 70 mA at 1.3 V. What is the efficiency of the 
regulator, neglecting the power consumed in the amplifier? How much current can the amplifier consume while 
maintaining an efficiency better than 50%?

μn T 3 2/– Veff13
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μn
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RB 1 kΩ= 120 μA
L 0.25 μm= 0.18-μm
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gm 1 mA/V=
0.18-μm
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7.19 The linear regulator of Fig. 7.17 is to be used to deliver 12 mA of current. Using the  device parameters in 
Table 1.5, size  so that . You may assume that the body and source of  are shorted together 
so that the body effect may be neglected.

7.20 The LDO regulator of Fig. 7.19 is to be operated under a 1.8-V supply using the  device parameters in 
Table 1.5. It delivers 20 mA of output current at 1.2 V output voltage. 
a. Determine the width of PMOS transistor  so that .
b. With an output capacitance of , estimate the output pole .
c. Estimate the capacitances  and .
d. What must the amplifier transconductance, , be in order to ensure the amplifier has a dc gain of 30-dB and

that the output pole frequency is dominant so that ?
e. Estimate the dc current required to bias a differential pair with  and a small-signal transconduc-

tance, . If this represents the majority of the amplifier’s current consumption, what is the resulting
efficiency of the linear regulator?

f. Sketch .

0.35-μm
Q1 VGS 1, 800 mV= Q1

0.18-μm

Q1 Veff1 300 mV=
CL 10 pF= ωpL

Cgs1 Cgd1

Gma

ωpL ωpa 100⁄≈
Veff 150 mV=

gm Gma=

PSRR ω( )
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8

331

Bipolar Devices 
and Circuits

In the early electronic years, the majority of microcircuits were realized using bipolar-junction transistors (BJTs).
However, in the late 1970s, microcircuits that used MOS transistors began to dominate the industry. Presently, the
need for digital circuitry in nearly every modern integrated circuit has made CMOS devices and processing domi-
ant, but bipolar devices remain important for many high-performance analog circuits. Modern bipolar–CMOS
(BiCMOS) processes permit high performance bipolar devices to be integraed alongside large CMOS digital
circuits, a particularly attractive option for mixed analog–digital applications. Thus, it remains important for an
analog designer to become familiar with bipolar devices.

8.1 BIPOLAR-JUNCTION TRANSISTORS
Bipolar devices offer some inherent advantages over CMOS devices, partic-
ularly when a combination of high-frequency operation, high-gain, and/or
high breakdown voltage are required. For example, in order to operate at
very high speeds, modern CMOS technologies employ very thin gate dielec-
trics which breakdown under voltages exceeding 1–2 Volts, whereas bipolar
devices can be engineered to combine high-speed operation and relatively
high breakdown voltages, making them naturally suited to high-voltage
radio-frequency circuits. Moreover, since BJTs can tolerate larger voltage
signal swings than short gate-length MOS transistors, they are also capable of higher dynamic range. Very short
gate length MOS transistors also suffer from low intrinsic gain, whereas bipolar devices suffer from no such trad-
eoff. Unfortunately, in bipolar transistors, the base control terminal has a nonzero input current when the transistor
is conducting current (from the collector to the emitter for an npn transistor; from the emitter to the collector for a
pnp transistor). Fortunately, at low frequencies, the base current is much smaller than the collector-to-emitter cur-
rent—it may be only 0.1–1 % of the collector current for an npn transistor. For lateral pnp transistors, the base
current may be as large as 1/20 of the emitter-to-collector current.

A typical cross section of an npn bipolar-junction transistor is shown in Fig. 8.1. Although this structure
looks quite complicated, it corresponds approximately to the equivalent structure shown in Fig. 8.2. In a good BJT
transistor, the width of the base region, , is small (typically, less than 1 ). Also, as we will see, the base must
be more lightly doped than the emitter.

The circuit symbols used to represent npn and pnp transistors are shown in  Fig. 8.3.

8.1.1 Basic Operation

To understand the operation of bipolar transistors, we consider here an npn transistor with the emitter connected
to ground, as shown in Fig. 8.4. If the base voltage, VB, is less than about 0.5 V, the transistor will be cut off, and

Key Point:  Bipolar devices offer 
advantages over CMOS devices 
when high-speed operation must 
be combined with high gain and/
or high breakdown voltages. 
However, unlike MOSFETs, they 
draw a nonzero dc base current.

W μm
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Fig. 8.1 A cross section of an npn bipolar-junction transistor.
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Fig. 8.2 A simplified structure of an npn transistor.
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Fig. 8.3 The symbols representing (a) an npn bipolar-junction transistor and (b) a pnp 
bipolar-junction transistor.
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8.1 Bipolar-Junction Transistors 333

no current will flow. We will see that when the base-emitter pn junction becomes forward biased, current will start
to flow from the base to the emitter, but, partly because the base width is small, a much larger proportional current
will flow from the collector to the emitter. Thus, the npn transistor can be considered a current amplifier at low
frequencies. In other words, if the transistor is not cut off and the collector-base junction is reverse biased, a small
base current controls a much larger collector-emitter current.

A simplified overview of how an npn transistor operates follows. When the base-emitter junction becomes
forward biased, it starts to conduct, similar to any forward- biased junction. The current consists of majority carri-
ers from the base (in this case, holes) and majority carriers from the emitter (in this case, electrons) diffusing
across the junction. Because the emitter is more heavily doped than the base, there are many more electrons
injected from the emitter than there are holes injected from the base. Assuming the collector voltage is large
enough so that the collector-base junction is reverse biased, no holes from the base will go to the collector. How-
ever, the electrons that travel from the emitter to the base, where they are now minority carriers, diffuse away from
the base-emitter junction because of the minority-carrier concentration gradient in the base region. Any of these
minority electrons that get close to the collector-base junction will immediately be “whisked” across the junction
due to the large positive voltage on the collector, which attracts the negatively charged electrons. In a properly
designed bipolar transistor, such as that shown in Fig. 8.1, the vertical base width, W, is small, and almost all of
the electrons that diffuse from the emitter to the base reach the collector-base junction and are swept across the
junction, thus contributing to current flow in the collector. The result is that the collector current very closely
equals the electron current flowing from the emitter to the base. The much smaller base current very closely equals
the current due to the holes that flow from the base to the emitter. The total emitter current is the sum of the elec-
tron collector current and the hole base current, but since the hole current is much smaller than the electron cur-
rent, the emitter current is approximately equal to the collector current.

Since the collector current is approximately equal to the electron current flowing from the emitter to the base,
and the amount of this electron current is determined by the base-emitter voltage, it can be shown (see Appendix
at the end of this chapter) that the collector current is exponentially related to the base-emitter voltage by the
relationship

(8.1)

where  is the scale current. This scale current is proportional to the area of the base-emitter junction. The base
current, determined by the hole current flowing from the base to the emitter, is also exponentially related to the

Fig. 8.4 Various components of the currents of an npn transistor.
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base-emitter voltage, resulting in the ratio of the collector current to the base current being a constant that, to a
first-order approximation, is independent of voltage and current. This ratio, typically denoted , is defined to be

(8.2)

where  and  are the collector and base currents. Typical values of  are between 50 and 200. Lower values
arise in lateral bipolar transistors, which are not optimized for high current gain, and higher values arise in hetero-
junction bipolar transistors.

Note that (8.1) implies that the collector current is independent of the
collector voltage. This independence ignores second-order effects such as
the decrease in effective base width, W, due to the increase in the width of
the collector-base depletion region when the collector bias voltage is
increased. To illustrate this point, a typical plot of the collector current, IC, as
a function of collector-to-emitter voltage, VCE, for different values of IB is
shown in Fig. 8.5 for a practical transistor. The fact that the curves are not
flat for VCE > VCE-sat indicates the dependence of  on VCE. Indeed, to a
good approximation, the dependence is linear with a slope that intercepts the
VCE axis at VCE = –VA for all values of . The intercept voltage value, ,

is called the Early voltage for bipolar transistors, with a typical value being from 50 V to 100 V. This dependency
results in a finite output impedance (as in a MOS transistor) and can be modelled by modifying equation (8.1)
[Sze, 1981] to be

(8.3)

Large-Signal Modelling
A conducting BJT that has a VCE greater than VCE-sat (which is approximately 0.3 V) is said to be operating in the
active region. Such a collector-emitter voltage is required to ensure that none of the holes from the base go to the
collector. A large-signal model of a BJT operating in the active region is shown in Fig. 8.6.

Since , we have

(8.4)

β

β
IC

IB

-----≡

IC IB β

Key Point:  In active mode, with 
base-emitter junction forward-
biased and base-collector junction 
reverse-biased, collector current 
increases exponentially with base-
emitter voltage, and the base cur-
rent is a factor  smaller. The 
variation in collector current with 
collector voltage is first-order 
modeled by the Early voltage.

β

Fig. 8.5 Typical plot of IC versus VCE for a BJT.
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which is similar to a diode equation, but with a multiplying constant of . Since , we have

(8.5)

or equivalently

(8.6)

where  has been defined as

(8.7)

and for large values of , can be approximated as

(8.8)

If the effect of VCE on IC is included in the model, the current-controlled source, , should be replaced by a cur-
rent source given by

(8.9)

where  is the Early-voltage constant. This additional modeling of the finite output impedance is normally not
done in large-signal analysis without the use of a computer due to its complexity.

As the collector-emitter voltage approaches VCE-sat (typically around
0.2 to 0.3 V), the base-collector junction becomes forward biased, and holes
from the base will begin to diffuse to the collector. A common model for this
case, when the transistor is saturated or in the saturation region, is shown in
Fig. 8.7. It should be noted that the value of  decreases for smaller
values of collector current.

Base-Charge Storage in the Active Region
When a transistor is in the active region, many minority carriers are stored in the base region (electrons are stored
in an npn transistor). Recall that this minority charge is responsible for , so this charge must be removed
(through the base contact) before a transistor can turn off. As in a forward-bias diode, this charge can be modelled
as a diffusion capacitance, , between the base and emitter given by (see Appendix at the end of this chapter)

(8.10)

Fig. 8.6 A large-signal model for a BJT in the active region.
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where  is the base-transit-time constant. Thus, we see that the diffusion capacitance is proportional to IC. The
total base-emitter capacitance, Cbe, will include the base-emitter depletion capacitance, Cj, in parallel with Cd.
Normally, however, Cj is much less than Cd, unless the transistor current is small, and can often be ignored.

Base-Charge Storage of a Saturated Transistor
When a transistor becomes saturated, the minority-charge storage in the base and, even more so, in the lightly
doped region of the collector, increases drastically. The major component of this charge storage is due to holes dif-
fusing from the base, through the collector junction, and continuing on through the lightly doped n– epitaxial
region of the collector to the n+ collector region. The n– epitaxial region is so named because it is epitaxially
grown on a p region. Most of the charge storage occurs in this region. Also, additional charge storage occurs
because electrons that diffused from the collector are stored in the base, but this charge is normally smaller. The
magnitude of the additional charge stored by a transistor that is saturated is given by

(8.11)

where the base overdrive current, defined to be , is approximately equal to the hole current from the base
to the collector. Normally, in saturation, , and (8.11) can be approximated by

(8.12)

The constant τs is approximately equal to the epitaxial-region transit time, τE (ignoring the storage of electrons in
the base that diffused from the collector). Since the epitaxial region is much wider than the base, the constant τs is
normally much larger than the base transit time, the constant τb, often by up to two orders of magnitude. The spe-
cific value of τs is usually found empirically for a given technology.

When a saturated transistor is being turned off, first the base current will reverse. However, before the collec-
tor current will change, the saturation char ge, Qs, must be r emoved. After  is removed, the base minority
charge, Qb, will be removed. During this time, the collector current will decrease until the transistor shuts off.
Typically, the time to remove Qs greatly dominates the overall charge removal.

If the time required to remove the base saturation charge, ts, is much shorter than the epitaxial-region transit
time, τE, then one can derive a simple expression for the time required to remove the saturation charge. If the
reverse base current (when the saturation charge is being removed), denoted by , remains constant while Qs is
being removed, then we have [Hodges, 1988]

(8.13)

where .

Fig. 8.7 A large-signal model for a BJT in the saturation region.
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Normally, the forward base current during saturation, , will be much smaller than the reverse base current
during saturation-charge removal, . If this were not the case, then our original assumption that ts << τE ≅ τs
would not be true. In this case, the turn-off time of the BJT would be so slow as to make the circuit unusable in
most applications. Nevertheless, the turn-off time for this case, when ts is not much less than τE, is given by
[Hodges, 1988]

(8.14)

The reader should verify that for  and , the
expression in (8.14) is approximately equivalent to the much simpler one
in (8.13).

In both of the cases just described, the time required to remove the
storage charge of a saturated transistor is much larger than the time
required to turn off a transistor in the active region. In high-speed micro-
circuit designs, one never allows bipolar transistors to saturate, to avoid
the long turn-off time that would result.

EXAMPLE 8.1

For ,  (a small value for τs), , IC = 1 mA, , and , cal-
culate the time required to remove the base saturation charge using (8.13), and compare it to the time obtained
using the more accurate expression of (8.14). Compare these results to the time required to remove the base
minority charge for the same .

Solution
Using (8.13), we have

(8.15)

Using (8.14), we have

(8.16)

which is fairly close to the first result.
The time required for an active transistor to remove the base minority charge, , is given by

(8.17)

This is approximately 100 times shorter than the time for removing the base saturation charge!
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Key Point:  The time required to 
remove the charge stored in a satu-
rated transistor is much larger than 
the time required to turn off a transis-
tor in the active region. Hence, in 
high-speed microcircuit designs, one 
never allows bipolar transistors to 
saturate.
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Small-Signal Modelling
The most commonly used small-signal model is the hybrid-π model. This model is similar to the small-signal
model used for MOS transistors, except it includes a finite base-emitter impedance, , and it has no emitter-to-
bulk capacitance. The hybrid-π model is shown in Fig. 8.8. As in the MOS case, we will first discuss the transcon-
ductance, gm, and the small-signal resistances, and then we will discuss the parasitic capacitances.

The transistor transconductance, gm, is perhaps the most important parameter of the small-signal model. The
transconductance is the ratio of the small-signal collector current, , to the small-signal base-emitter voltage, .
Thus, we have

(8.18)

Recall that in the active region 

(8.19)

Then

(8.20)

Using (8.19) again, we obtain

(8.21)

where  is given by

(8.22)

and is approximately  at a room temperature of . Thus, the transcon-
ductance is proportional to the bias current of a BJT. In integrated-circuit design, it is
important that the transconductance (which determines the bandwidth of many circuits)
remains temperature independent, so the bias currents are usually made proportional to
absolute temperature (since  is proportional to absolute temperature).

The presence of the resistor  reflects the fact that the base current is nonzero. We have

(8.23)

rπ

Fig. 8.8 The small-signal model of an active BJT.
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Because from (8.4) we have

(8.24)

we therefore have

(8.25)

Using (8.24) again, we have

(8.26)

or equivalently,

(8.27)

Since
(8.28)

we also have

(8.29)

Continuing, we have

(8.30)

The small-signal resistance, , models the dependence of the collector current on the collector-emitter voltage.
Repeating (8.3) here for convenience,

(8.31)

we have

(8.32)

Thus,

(8.33)

which is inversely proportional to the collector current.
The resistor rb models the resistance of the semiconductor material between the base contact and the effective

base region due to the moderately lightly doped base p material (see Fig. 8.1). This resistor, although small
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(typically a few hundred ohms or less), can be important in limiting the speed of very-high-frequency low-gain
BJT circuits and is a major source of noise.

The hybrid-π model is only one of a number of small-signal models that can be used. One common alterna-
tive is the T model shown in Fig. 8.9. It incorporates an emitter resistance, re, where

(8.34)

Use of this T model can result in simplified analysis when the emitter is not at small-signal ground.

EXAMPLE 8.2

For , , and , calculate , , , , and .

Solution
We have

(8.35)

(8.36)

(8.37)

(8.38)

Fig. 8.9 A high-frequency, small-signal T model for an active BJT.
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The high-frequency operation of a BJT is limited by the capacitances of the small-signal model. We have already
encountered one of these capacitances in Section 8.1.1: that of the forward-biased base-emitter junction, Cbe.
Recapping, we have

(8.39)

where Cj is the depletion capacitance of the base-emitter junction. For a forward-biased junction, a rough approx-
imation for Cj is

(8.40)

The diffusion capacitance, Cd, is given in (8.10) as

(8.41)

Detailed expressions for  are deried in the Appendix to this chapter. The capacitor, Ccb, models the depletion
capacitance of the collector-base junction. Since this is a graded junction, we can approximate Ccb by

(8.42)

where  is the effective area of the collector-base interface.
Due to the lower doping levels in the base and especially in the collector

(perhaps  acceptors/m3 and 1021 donors/m3, respectively), Φc0, the
built-in potential for the collector-base junction, will be less than that of the
base-emitter junction (perhaps 0.75 V as opposed to 0.9 V). It should be noted
that the cross-sectional area of the collector-base junction, AC, is typically
much larger than the effective area of the base-emitter junction, AE, which is
shown in Fig. 8.1. This size differential results in AC Cjc0 being larger than
AE Cje0, the base-emitter junction capacitance at 0 V bias, despite the lower
doping levels.

Finally, another large capacitor is Ccs, the capacitance of the collector-to-substrate junction. Since this area is
quite large, Ccs, which is the depletion capacitance that results from this area, will be much larger than either Ccb
or the depletion capacitance component of Cbe, that is, Cj. The value of Ccs can be calculated using

(8.43)

where  is the effective transistor area and  is the collector-to-substrate capacitance per unit area at 0-V bias
voltage.

8.1.2 Analog Figures of Merit

The intrinsic gain of a bipolar transistor, , as with MOS transistors, is the maximum possible gain achievable
using that single transistor and is given by

(8.44)
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Hence, the intrinsic gain of a bipolar transistor is a constant value independent
of the transistor operating point. This is fundamentally different than a MOS
transistor, whose intrinsic gain was shown in equation (1.115) 
to decrease with increasing bias current. The intrinsic gain of a npn BJT is
usually between 2000 and 8000.

EXAMPLE 8.3

Find the maximum possible gain of a single-transistor amplifier using the transistor in Example 8.2.

Solution
The maximum gain is given by gmro,

(8.45)

Note that this gain is much higher than the 32.9 that was found for a single MOS transistor in Example 1.15. Also
note that this BJT maximum gain is independent of the bias current. For MOS transistors, equation (1.115) shows
that the maximum gain is inversely proportional to  and, hence, inversely proportional to the square-root of its
bias current. This is one of the reasons why it is possible to realize a single-transistor BJT amplifier with a much
larger gain than would result if a MOS transistor were used, especially at high current levels (and therefore at high
frequencies).

A common indicator for the speed of a BJT is the frequency at which the transistor’s current gain drops to
unity, when its collector is connected to a small-signal ground. This frequency is denoted ft and is called the tran-
sistor unity-gain frequency or cutoff frequency. We can see how this frequency is related to the transistor model
parameters by analyzing the small-signal circuit of Fig. 8.10. In the simplified model in Fig. 8.10(b), the resistor

Key Point:  Active BJTs offer an 
intrinsic gain that is generally 
higher than that of MOS transis-
tors and independent of operat-
ing point.
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Fig. 8.10 (a) A small-signal model used to find ft; (b) an equivalent simplified model.
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 is ignored because it has no effect on ib since the circuit is being driven by a perfect current source. We have

(8.46)

and
(8.47)

Solving for ic / ib gives

(8.48)

At low frequencies, the current gain is , which equals the expected value of β using (8.27). At high frequen-
cies, ic / ib is approximately given by

(8.49)

To find the unity-gain frequency, we set  and solve for , which results in

(8.50)

or

(8.51)

Substituting (8.21) and (8.39) into (8.51) yields

(8.52)

Finally, using the expression (8.102) for the transit time of the base from the Appendix gives

(8.53)

This expression neglects some other charge storage effects, but captures the most important terms. At low collec-
tor currents, the unity-gain frequency is dominated by the terms inversely proportional to . As collector current
increases, those terms diminish and  increases up to a limit imposed by the base transit time constant, 

(8.54)

where  is the diffusion constant of minority carriers in the base,
, and  is the width of the base region. Clearly, the width of the

base region is a critical dimension influencing the high-speed performance of
a bipolar transistor, analogous to the length of a MOSFET gate. Often, either
ft, ωt, or τt = 1/ωt will be specified for a transistor at a particular bias current.
These values are representative of an upper limit on the maximum frequency
at which the transistor can be effectively used at that bias current.

Not captured by (8.53) are speed-limiting effects that arise at high cur-
rent densities. For example, at high current densities the concentration of
charge carriers passing through the base becomes so high that it moves the effective edge of the base region fur-
ther towards and even into the collector. Doing so increases the effective width of the base, , resulting in an
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increase in the transit time of the base and a decrease in . This is known as the Kirk effect [Kirk, 1962] and
causes  to drop at high collector currents as illustrated in Fig. 8.11.

8.2 BIPOLAR DEVICE MODEL SUMMARY
Active Transistor

Small-Signal Model of an Active BJT 
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Fig. 8.11 A sketch of transistor  versus collector current, .
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8.3 SPICE MODELING
For historical reasons, most parameters for modelling bipolar transistors are specified absolutely. Also, rather than
specifying the emitter area of a BJT in  on the line where the individual transistor connections are speci-
fied, most SPICE versions have multiplication factors. These multiplication factors can be used to automatically
multiply parameters when a transistor is composed of several transistors connected in parallel. This multiplying
parameter is normally called M.

The most important dc parameters are the transistor current gain, β, specified by the SPICE parameter BF; the
transistor-transport saturation current, , specified using the parameter IS; and the Early-voltage constant, spec-
ified by the parameter VAF. Typical values for these might be 100, 10–17 A, and 50 V, respectively. If one wants to
model the transistor in reverse mode (where the emitter voltage is higher than the collector voltage for an npn),
then one might specify BR, ISS, and VAR, as well; these are the parameters that correspond to BF, IS, and VAF in
the reverse direction. Typically, this reverse-mode modelling is not important for most circuits. Some other impor-
tant dc parameters for accurate simulations are the base, emitter, and collector resistances, which are specified by
RB, RE, and RC, respectively. It is especially important to specify RB (which might be 200 Ω to 500 Ω).

The important capacitance parameters and their corresponding SPICE parameters include the depletion
capacitances at 0-V bias voltage, CJE, CJC, CJS; their grading coefficients, MJE, MJC, MJS; and their built-in
voltages, VJE, VJC, VJS, for base-emitter, base-collector, and collector-substrate junctions. Again, the 0-V deple-
tion capacitances should be specified in absolute values for a unit-sized transistor. Normally the base-emitter and
base-collector junctions are graded (i.e., MJE, MJC = 0.33), whereas the collector-substrate junction may be either
abrupt (MJS = 0.5) or graded (MJS = 0.33), depending on processing details. Typical built-in voltages might be
0.75 V to 0.8 V. In addition, for accurate simulations, one should specify the forward-base transit time, , speci-
fied by TF, and, if the transistor is to be operated in reverse mode or under saturated conditions, the reverse-base
transit time, , specified by TR.

The most important of the model parameters just described are summarized in Table 8.1. These form the basis
of the Gummel-Poon SPICE model, and its variants. Many other parameters can be specified if accurate simula-
tion is desired. Other parameters might include those to model  degradation under very high or low current appli-
cations and parameters for accurate noise and temperature analysis.
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Another popular SPICE model for modern bipolar transistors is the High Current Model (HiCuM). As the name
suggests, it is particularly effective for modeling transistor behavior at high current densities, and is therefore well
suited to the design of circuits operating at very high frequencies. Since high-frequency design is an area where
bipolar devices continue to offer some advantages over MOSFETs, the HiCuM model has become very popular.

Readers should refer to their SPICE manuals for complete descriptions of the Gummel-Poon and High-
Current models and their parameters.

8.4 BIPOLAR AND BICMOS PROCESSING
The processing steps required for realizing bipolar transistors are similar to those used for realizing MOS transis-
tors, although naturally the precise recipe is different. Thus, rather than presenting the complete realization of
modern bipolar transistors, we briefly discuss some of the modifications needed for realizing them.

8.4.1 Bipolar Processing

A bipolar process normally starts with a  substrate. The first masking step involves the diffusion (or ion implan-
tation) of  regions into the substrate wherever transistors are desired. These  regions are used to lower the
series collector resistance. Next, an  single-crystal epitaxial layer is deposited.

Table 8.1 The most important SPICE parameters for modelling BJTs.

SPICE
Parameter

Model
Constant Brief Description Typical Value

BF b Transistor current gain in forward direction 100

BR Transistor current gain in the reverse direction 1

IS ICS Transport saturation current in forward direction A

VAF VA Early voltage in forward direction 50 V

RB rb Series base resistance 500

RE RE Series emitter resistance 30

RC RC Series collector resistance 90 

CJE Cje0 Base-emitter depletion capacitance at 0 V 0.015 pF

CJC Cjc0 Base-collector depletion capacitance at 0 V 0.018 pF

CJS Cjs0 Collector-substrate depletion capacitance at 0 V 0.040 pF

MJE me Base-emitter junction exponent (grading factor) 0.30

MJC mc Base-collector junction exponent (grading factor) 0.35

MJS ms Collector-substrate junction exponent (grading factor) 0.29

VJE Base-emitter built-in potential 0.9 V

VJC Base-collector built-in potential 0.7 V

VJS Collector-substrate built-in potential 0.64 V

TF τF Forward-base transit time 12 ps

TR τR Reverse-base transit time 4 ns

βR

2 10 18–×

Ω

Ω

Ω

Φe

Φc

Φs

p–

n+ n+

n–
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In the next step, isolation structures are patterned, using either field-oxide growth and/or by etching trenches
and filling them with SiO2. Next, the -collector contact region is implanted. This region extends from the sur-
face down to the -buried region under the transistor.

Polysilicon is generally used to contact the emitter, the base, and possibly the collector, as Fig. 8.12 shows for
a typical  BJT structure. One approach is to begin by depositing the base  polysilicon. This polysilicon is
heavily doped  so that later, during a high-temperature step, the boron dopant from the polysilicon contact dif-
fuses into the silicon underneath the base polysilicon to make the underlying region . The base polysilicon is
removed in the active area of the transistor. Next, using one of a variety of possible methods, the base polysilicon
is covered with a thin layer of SiO2, perhaps 0.5 μm in thickness, leaving an opening over the active area of the
transistor. This SiO2 spacer, which separates the base polysilicon from the emitter polysilicon, as shown in
Fig. 8.12, allows the base polysilicon (or contact) to be very close to the emitter polysilicon (or contact), thereby
minimizing the base resistance. Next, the base is ion-implanted to -type silicon, and then  polysilicon is
deposited for the emitter. At this point, the true emitter has not yet been formed—only the emitter  polysilicon
has been laid down. However, when the wafer is annealed, the  from the emitter polysilicon diffuses into the
base  silicon to form the true emitter region. During annealing, the  dopants from the base polysilicon also
diffuse into the extrinsic base region. As a result, this procedure results in a self-aligned process since the use of
the SiO2 spacer allows the base polysilicon to determine where the emitter is finally located. The importance of
this process is that, through the use of self-aligned contacts and field-oxide isolation, very small, high-frequency
bipolar transistors can be realized using methods similar to those used in realizing modern MOS transistors.

8.4.2 Modern SiGe BiCMOS HBT Processing

A major limitation of the processing described above is that the -type base region is formed by ion implantation.
As illustrated in Fig. 2.4, this results in a dopant profile with an approximately Gaussian distribution. Moreover,
any subsequent high-temperature processing of the wafer may cause annealing and, hence, a spreading of the base

n+

n+

Fig. 8.12 Cross section of a modern, self-aligned bipolar transistor with oxide isolation. The term 
“poly” refers to polysilicon.
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region. As a result, it is difficult to realize a very thin base region using this method, which as shown in equation
(8.54) limits the device’s high-frequency performance.

The solution is to epitaxially grow the base region on top of the col-
lector. This allows very thin base regions to be deposited with very abrupt
doping profiles at the junctions. It also affords the opportunity to grow a
compound semiconductor for the base region instead of pure silicon. Spe-
cifically, the use of silicon-germanium (SiGe) in the base offers several
advantages [Harame, 1995]. Because the base region is SiGe while the col-
lector and emitter are Si, this device structure is a heterojunction bipolar
transistor (HBT). Introducing germanium in the base lowers its bandgap,
which in turn lowers the energy required for electrons to cross the emitter-
base junction (in a  transistor). Hence, at a fixed , the electron
current is higher with a SiGe base layer than a silicon base layer, resulting
in increased current gain . The increase in  provided by the use of a

SiGe base offsets the need to have a lower dopant concentration there; hence, the dopant concentration of the base
can be higher in a SiGe HBT than in a silicon BJT, lowering the base resistance . Moreover, by varying the envi-
ronment in during epitaxial growth of the base, it is possible to vary the silicon-germanium ratio across the base
region. Doing so gives rise to an electric field which accelerates electrons from emitter to collector, reducing the
base transit time  and increasing the unity-gain frequency  compared with silicon transistors. Grading the ger-
manium content also makes it possible to increase the Early voltage, . In summary, the use of an epitaxially
grown base region is a significant advance that has offered the flexibility to engineer a bipolar transistor with
improved analog performance in virtually every way.

All of the bipolar processing described above can be performed on wafers alongside CMOS circuitry. A
series of masks defines the regions where  subcollectors are deposited, base epitaxy is performed, emitter
contacts are made, etc. without interfering with neighbouring CMOS circuits. The primary challenges are
ensuring that the surface preparation required for epitaxial growth of the base does not deteriorate the CMOS
regions, and that high-temperature annealing of the CMOS devices does not deteriorate bipolar transistor
performance. The result is a bipolar-CMOS (BiCMOS) manufacturing processes that can realize high-
performance bipolar devices alongside CMOS devices.

8.4.3 Mismatch in Bipolar Devices

Like all integrated circuit components, side-by-side bipolar transistors on the same die that are specified to have
the exact same dimensions will still exhibit slight parametric differences due to finite tolerances during fabrica-
tion. Although bipolar circuits are generally less affected by mismatch than their MOS counterparts, mismatch in
the collector currents of bipolar transistor is of significant interest as it leads to offset in differential pairs and cur-
rent mirrors. Collector current mismatch is determined by mismatch between the transistors’ scale currents.

(8.55)

Uncertainty in the emitter area , base width , and base dopant concentration , during manufacture are all
causes of mismatch in bipolar transistor scale currents, and hence collector currents. As a result, collector currents
vary statistically as described in Section 2.3.3 so that the percentage mismatch between the collector current of
two identically sized bipolar transistors is inversely related to the device area. Specifically, the mean squared devi-
ation in the collector current of a particular bipolar device away from its nominal value is modeled as follows:

(8.56)

Key Point:  High-performance mod-
ern bipolar transistors are manufac-
tured by epitaxially growing a very 
thin base region. The use of a differ-
ent material for the base, such as sil-
icon-germanium, results in a 
heterojunction bipolar transistor 
(HBT) whose bandgap structure can 
be tailored to provide high current 
gain, high unity-gain frequency, and/
or high Early voltage. npn VBE
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The constant  parameterizes the matching accuracy of a particular bipolar fabrication process, and is in the
range of 0.01–0.04  for typical modern bipolar processes [Tuinhout, 2003].

8.5 BIPOLAR CURRENT MIRRORS AND GAIN STAGES
In this section, we look at bipolar current mirrors and two bipolar gain circuits: the emitter follower and the differ-
ential pair. Although much of the small-signal analyses follow those of their MOS counterparts very closely, one
difference is the finite base impedance of bipolar transistors. Here we shall see some simple rules for dealing with
this finite base impedance during small-signal analysis. Because of its importance in translinear circuits, we also
look at the large-signal behavior of the differential pair.

8.5.1 Current Mirrors

The most popular bipolar current mirrors are very similar to the MOS current mirrors. A simple bipolar current
mirror is shown in Fig. 8.13. This current mirror has an output current almost equal to its input current. In fact, its
output current is slightly smaller than the input current, due to the finite base currents of Q1 and Q2. Taking these
two base currents into account results in

(8.57)

where  is the transistor current gain. For large , this relation is approximately given by .
In one commonly used modification of the simple bipolar current mirror, an

emitter-follower buffer, , is added to supply the base currents, as shown in
Fig. 8.14. This additional transistor minimizes the errors due to finite base currents,
resulting in . Such an arrangement is almost always used for
current mirrors when lateral transistors1 are used because of their low current gains
(i.e., β’s on the order of only 10–20). The output impedance of both of the previous
current sources is equal to the output impedance of Q2, which is . 

In another often-used variation of the simple current mirror, emitter degenera-
tion is added. This approach results in larger output impedances and also minimizes errors caused by mismatches
between Q1 and Q2. An example of this current mirror is shown in Fig. 8.15. In an analysis similar to that given
for the MOS current mirror with source degeneration, the output impedance is now found to be given by

(8.58)

1. In many bipolar processes, pnp transistors are only available as lateral devices.

AIc

μm 1–

Fig. 8.13 A simple bipolar current mirror.
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for . Normally, this current mirror is designed so that the bias voltage across , defined to be , is
about 0.25 V. This implies that  is given by

(8.59)

Using the relationship , where  at 300 °K, gives

(8.60)

assuming . It should be mentioned here that the addition of these  resistors also minimizes the
noise output current of this current mirror, generated by the base resistance thermal noise, which is often the major
source of noise in bipolar wideband circuits.

To achieve still higher output impedances, one can use either a cascode or a Wilson current mirror, as shown
in Fig. 8.16. The Wilson current mirror is preferred in bipolar realizations because the cascode mirror exhibits
large errors, due to the fact that the base currents of all of the transistors are supplied by  only. As a result, the
output current is smaller than the input current by a factor roughly equal to . For the Wilson current mirror,
the base currents of Q3 and Q4 are supplied by , whereas the base currents of Q1 and Q2 come from . It can
be shown that the errors due to finite base currents are on the order of  [Gray, 2009]. It can also be shown
that both of these current mirrors have an output impedance on the order of [Gray, 2009]

(8.61)

8.5.2 Emitter Follower

A bipolar emitter-follower is very similar to a MOS source follower, except that its input resistance is not infinite
and its gain is normally much closer to unity. The analysis of its low-frequency response provides a good

Fig. 8.14 A current mirror with fewer inaccuracies 
caused by finite base currents.
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Fig. 8.15 A current mirror with emitter 
degeneration.
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illustration of the use of the bipolar T model, and also of some relatively general principles for coming up with
quick estimates of input and output impedances of bipolar circuits.

A bipolar emitter follower with a resistive load is shown in Fig. 8.17. Its small-signal model at low frequen-
cies, where the bipolar T model has been used, is shown in Fig. 8.18(a). In this small-signal model, the device
base resistance  has been ignored, since it can be easily taken into account after the fact by simply making 
slightly larger (i.e., equal to ). Notice that  and  are in parallel. This allows a slightly simplified
small-signal model to be analyzed, as shown in Fig. 8.18(b), where . The analysis of the gain of this
circuit is done in two steps. First, the input impedance looking into the base of the transistor, , is found, allow-
ing us to calculate the gain from the input to the base. Second, the gain from the base to the output is found, which
allows us to derive the overall gain. The current in the emitter, , is given by

(8.62)

Therefore,
(8.63)

This gives

(8.64)

Alternatively, noting that

(8.65)

gives
(8.66)

Fig. 8.16 High-output impedance (a) cascode and (b) Wilson current mirrors.
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Fig. 8.17 A bipolar emitter follower.
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Equations (8.64) and (8.66) illustrate a principle that is generally applicable for bipolar circuits: At low frequen-
cies, resistances in series with the emitter appear  times larger when seen looking into the  base or, equiva-
lently, when they are reflected into the base. Continuing, using the resistor-divider formula, we now have

(8.67)

The gain from the base to the emitter, which is the output, is easily found from
Fig. 8.17(b), again using the resistor-divider formula, to be given by

(8.68)

Using (8.67) and (8.68), the overall gain is now given by

(8.69)

With a little practice, transfer functions such as that given by (8.69) can be written by simply inspecting the actual
circuit, without actually analyzing the small-signal model.

It is also interesting to find the output impedance of the emitter follower at low frequencies excluding ,
which is equal to the impedance seen looking into the emitter. The small-signal model for this analysis is shown in
Fig. 8.19, where the input source has been set to 0 and the impedance  is to be found. First note that

(8.70)

Fig. 8.18 (a) The small-signal model for the bipolar emitter follower and (b) a simplified model.
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since . Therefore, we have

(8.71)

This gives the impedance seen looking into the emitter as

(8.72)

This is an example of a general principle for bipolar circuits: Resistances in
series with the base are divided by  when they are seen looking into the emit-
ter, or, equivalently, are reflected to the emitter. The total output impedance of the
emitter-follower is now simply  in parallel with .

The high-frequency analysis of the emitter follower is very similar to that of
the source follower presented in Section 4.4. As with source followers, some care
is required to avoid overshoot and ringing in emitter followers. In fact, ringing is somewhat more likely with emit-
ter followers than with source followers due in part to the absence of any body effect.

8.5.3 Bipolar Differential Pair

Large-Signal
A bipolar differential pair is shown in Fig. 8.20. This circuit’s large-signal behavior can be analyzed by first recall-
ing the exponential relationship for a bipolar transistor,

(8.73)

which can be used to find the base-emitter voltages

(8.74)

(8.75)

Now, writing an equation for the sum of voltages around the loop of input and base-emitter voltages, we have

(8.76)
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Fig. 8.20 A bipolar differential pair.
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Combining (8.74), (8.75), and (8.76), and assuming , we can write

(8.77)

where  is defined as the difference between  and . In addition, we can write

(8.78)

where  is defined to be  and is due to some currents flowing through the base terminals. Finally, com-
bining (8.77) and (8.78), we have

(8.79)

(8.80)

A plot of these two currents with respect to  is shown in Fig. 8.21, where we note that the currents are split
equally at  and saturate near  or  for differential input voltages approaching  (around 100 mV).
Note that the relations shown in (8.79) and (8.80) results in a hyperbolic tangent function when their difference is
taken.

(8.81)

Thus this current–voltage relationship for a bipolar differential is commonly referred to as the tanh relationship.

Small-Signal
The small-signal model for the bipolar differential pair of Fig. 8.20 is shown in Fig. 8.22. Once again, defining

, we have

(8.82)

In the case where both transistors have the same bias currents through them (i.e., the nominal differential voltage
is 0, resulting in ), we find the same result as for a MOS differential pair,

(8.83)

A similar result holds for . 
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Finally, the input impedance of this differential pair can be found using the impedance-scaling rule just discussed.
Specifically, consider the small-signal model shown in Fig. 8.23, where v– is grounded and we wish to find the
impedance  looking into the base of . The impedance, , seen looking into the emitter of  is simply ,
since the base is grounded. Thus, the total emitter resistance to the ground of  is , and using the imped-
ance reflection rule, the impedance, , seen looking into the base of  is equal to  times the emitter resis-
tance, or, equivalently,

(8.84)

High-Frequency
A symetric bipolar differential amplifier with resistive loads is shown in Fig. 8.24. A small-signal model of this
amplifier using the T-model is shown in Fig. 8.25. Here we have ignored both the base resistances and the transis-
tor output resistances in order to simplify the circuit. Neither of these simplifications is a significant limitation of
the analysis which follows since the former could be accounted for by taking  and  larger, and the latter
could be accounted for by taking  and  smaller.

Assuming , , and that the transistors are matched, then the circuit is perfectly symetric.
If one also assumes that , then based on the symetry, the node voltage  will never change similar to if
it was connected to a small-signal ground. Indeed, if the node  was connected to a small-signal ground, then cir-
cuit will operate identically. This allows one to simplify the analysis to that of the half-circuit; with the half-circuit
being identical to that of a common-emitter amplifier whose analysis is very similar to that of the common-source
MOS amplifier studied previously. Given this equivalence, and assuming the input pole is dominant, the amplifier
bandwidth, , is given by

(8.85)

Fig. 8.22 The small-signal model of a bipolar 
differential pair.
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Note the important role of the Miller effect which applies a multiplicative gain of  to the collector-
base capacitance . A second pole arises at the output, .

8.6 APPENDIX
8.6.1 Bipolar Transistor Exponential Relationship

The various components of the base, collector, and emitter currents were shown in Fig. 8.4, on page 333.
Figure 8.26 shows plots of the minority-carrier concentrations in the emitter, base, and collector regions. The cur-
rent flow of these minority carriers is due to diffusion. By calculating the gradient of the minority-carrier concen-
trations near the base-emitter junction in a manner similar to that used for diodes, it is possible to derive a
relationship between the electron current and the hole current of Fig. 8.4.
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Fig. 8.24 Resistively-loaded symetric 
BJT differential amplifier.
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The concentration of holes in the emitter at the edge of the base-emitter depletion region is denoted pe(0).
This concentration decreases exponentially the farther one gets from the junction, in a manner similar to that
described for diodes. The concentration far from the junction, pe0, is given by

(8.86)

where ND is the doping density of the n+ emitter. At a distance x from the edge of the emitter-base depletion
region, we have

(8.87)

where

(8.88)

and where  is the forward-bias voltage of the base-emitter junction.
At the edge of the base-emitter depletion region, the gradient of the hole concentration in the emitter is found,

using (8.87), to be

(8.89)

Using (8.88), we can rewrite this as

(8.90)

The hole current is now found using the diffusion equation

(8.91)

Fig. 8.26 The concentrations of minority carriers in the emitter, base, and collector.
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358 Chapter 8 • Bipolar Devices and Circuits

where AE is the effective area of the emitter. Recall that the minority-hole current in the emitter, Ipe, is closely
equal to the base current, IB. After combining (8.90) and (8.91), we obtain

(8.92)

The situation on the base side of the base-emitter junction is somewhat different. The concentration of the
minority carriers, in this case electrons that diffused from the emitter, is given by a similar equation,

(8.93)

However, the gradient of this concentration at the edge of the base-emitter depletion region is calculated differ-
ently. This difference in gradient concentration is due to the close proximity of the collector-base junction, where
the minority carrier (electron) concentration, nb(W), must be zero. This zero concentration at the collector-base
junction occurs because any electrons diffusing to the edge of the collector-base depletion region immediately
drift across the junction to the collector, as stated previously. If the base “width” is much shorter than the diffusion
length of electrons in the base, Ln, then almost no electrons will recombine with base majority carriers (holes)
before they diffuse to the collector-base junction. Given this fact, the decrease in electron or minority concentra-
tion from the base-emitter junction to the collector-base junction is a linear relationship decreasing from nb(0) at
the emitter junction to zero at the collector junction in distance W. This assumption ignores any recombination of
electrons in the base as they travel to the collector, which is a reasonable assumption for modern transistors that
have very narrow bases. Thus, throughout the base region, the gradient of the minority-carrier concentration is
closely given by

(8.94)

Combining (8.94) with the diffusion equation, we obtain

(8.95)

Remembering that  is closely equal to the collector current , we have

(8.96)

where

(8.97)

The ratio of the collector current to the base current, commonly called the transistor common-emitter current gain
and denoted β, is found using (8.96), (8.97), and (8.92). We have

(8.98)

which is a constant independent of voltage and current. Noting that , Lp > W, and , we
have . A typical value might be between 50 and 200. The derivation of β just presented ignores many
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second-order effects that make β somewhat current and voltage dependent and are beyond the scope of this book.
Interested readers should see [Roulston, 1990] for more details. Regardless of second-order effects, equation
(8.98) does reflect the approximate relationships among β, doping levels, and base width. For example, (8.98)
explains why heavily doped emitters are important to achieve large current gain.

8.6.2 Base Charge Storage of an Active BJT

Figure 8.26 shows a minority-carrier storage in the base region, , given by

(8.99)

Using (8.93) for nb(0), we have

(8.100)

This equation can be rewritten using (8.96) and (8.97) to obtain

(8.101)

where τb, called the base-transit time constant, is given approximately by

(8.102)

ignoring second-order effects. Normally, the base-transit time constant is specified for a given technology and
takes into account other charge-storage effects not considered here, and is therefore often denoted . However,
since the base storage of electrons dominates the other effects, we have .

If the current in a BJT changes, the base charge storage must also change. This change can be modelled by a
diffusion capacitance, Cd, between the base and the emitter terminals. Using (8.101), we have

(8.103)

Using (8.103) and  results in

(8.104)

This equation is similar to that for a diode.

8.7 SUMMARY OF KEY POINTS
• Bipolar devices offer advantages over CMOS devices when high-speed operation must be combined with high

gain and/or high breakdown voltages. However, unlike MOSFETs, they draw a nonzero dc base current. [p. 331]
• In active mode, with base-emitter junction forward-biased and base-collector junction reverse-biased, collector

current increases exponentially with base-emitter voltage, and the base current is a factor smaller. The variation
in collector current with collector voltage is first-order modeled by the Early voltage. [p. 334]

• As the base-collector junction approaches forward-bias, at collector-emitter voltages of about 0.2 to 0.3 V, a
finite base-collector current flows, and the transistor is saturated. [p. 335]

Qb

Qb AEq
nb 0( )W

2
-------------------=

Qb
AEqni

2W

2NA

---------------------e
VBE VT⁄

=

Qb
W2

2Dn

---------IC τbIC= =

τb
W2

2Dn

---------=

τT

τT τb≅

Cd
dQb

dVBE

------------≅ d τbIC( )
dVBE

------------------=

IC ICSe
VBE VT⁄

=

Cd τb
IC

VT

------=

c08.fm  Page 359  Sunday, October 23, 2011  4:27 PM



360 Chapter 8 • Bipolar Devices and Circuits

• The time required to remove the charge stored in a saturated transistor is much larger than the time required to
turn off a transistor in the active region. Hence, in high-speed microcircuit designs, one never allows bipolar
transistors to saturate. [p. 337]

• BJT small-signal transconductance is proportional to collector current. [p. 338]
• The high-frequency operation of active BJTs is limited by capacitances modeling charge storage in the depletion

regions and the storage of diffusing charge-carriers in the base. [p. 341]
• Active BJTs offer an intrinsic gain that is generally higher than that of MOS transistors and independent of oper-

ating point. [p. 342]
• BJT unity-gain frequency increases in proportion to bias current up to a limit imposed by the transit time of car-

riers through the base. Hence, the base thickness is a critical parameter limiting the maximum operating speed
of a BJT. [p. 343]

• High-performance modern bipolar transistors are manufactured by epitaxially growing a very thin base region.
The use of a different material for the base, such as silicon-germanium, results in a heterojunction bipolar tran-
sistor (HBT) whose bandgap structure can be tailored to provide high current gain, high unity-gain frequency,
and/or high Early voltage. [p. 348]

• Bipolar current mirrors are similar to CMOS mirrors, except that finite base current is a source of mismatch
between the input and output currents. [p. 349]

• At low frequencies, resistances in series with the emitter appear (β+1) times larger when seen looking into the
base. [p. 352]

• Resistances in series with the base are divided by (β+1) when they are seen looking into the emitter. [p. 353]
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8.9 PROBLEMS
Unless otherwise stated, assume npn bipolar transistors with parameters as listed in Table 8.1.

8.9.1 Section : 8.1 Bipolar-Junction Transistors

8.1 For an npn transistor having , calculate .IC 0.1 mA= gm rπ re r0 and gmr0, , , ,
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8.9 Problems 361

8.2 Initially, the circuit shown in Fig. P8.2 has a 0-V input. At time 0 its
input changes to 5 V. Estimate the time it takes its output voltage to
saturate, using the concepts of average capacitance and first-order
transient solutions for each node. The time constants of the individual
nodes can be added to arrive at an overall time constant for the
approximate first-order transient response of the circuit. Next, assume
that the input changes from 5 V to 0 V at time 0. How long does it take
the output voltage to change to 3.5 V?

8.3 Compare your answers to Problem 8.2 to those obtained using SPICE.
8.4 Verify that for IBR >> IB and IBR >> IC / β, Eq. (8.14) simplifies to Eq. (8.13).

8.9.2 Section : 8.5 Bipolar Current Mirrors and Gain Stages

8.5 Derive the current gain, , for the bipolar current mirror shown in Fig. 8.13, and show that, for , this 
gain is . (Neglect finite output impedances.)

8.6 Derive the current gain, , for the bipolar current mirror shown in Fig. 8.14, and show that, for , this 
gain is . (Neglect finite output impedances.)

8.7 For the bipolar cascode current mirror shown in Fig. 8.16(a), derive the current gain, , and show that, for 
large , this gain is given by

8.8 For the bipolar Wilson current mirror shown in Fig. 8.16(b), show that the current gain, , is given by

8.9 Derive the output impedance of the simple bipolar current mirror shown in 
Fig. P8.9. Take the finite output impedance, , into account for both transis-
tors. What is the required value for , and what is the output impedance if 
we want the transistors to be biased at ?

8.10 Derive the –3-dB frequency of a bipolar common-emitter amplifier, such as 
the one illustrated in Fig. P8.2, in terms of , , the operating point collec-
tor current, and transistor parameters.

8.11 Derive the low-frequency gain and output impedance of a bipolar emitter fol-
lower that is biased with a current mirror. What are these values for a 0.5-mA 
bias current?
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8.12 Derive the low-frequency input impedance and the 
gain of the bipolar common-base amplifier illus-
trated in Fig. P8.12.

8.13 For the circuit shown in Fig. P8.13, show that the 
output impedance, , is approximately given by

8.14 Taking into account the finite current gain of bipolar transistors, but 
ignoring the finite output impedance, find the large-signal current 
gains of cascode and Wilson current mirrors.

8.15 Assuming  and , show that the output impedance of 
a bipolar Wilson current mirror is approximately given by

8.16 Repeat Problem 8.15 for a bipolar cascode current mirror.
8.17 Find an expression for the frequency response of the 

single-ended differential amplifier in Fig. P8.17 in 
terms of the component values and transistor small-
signal parameters. Show that its bandwidth is approxi-
mately .
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C H A P T E R

9

363

Noise and Linearity 
Analysis and Modelling

To develop good analog circuit design techniques, a basic understanding of noise sources and analysis is required.
Another motivation to study noise analysis is to learn basic concepts of random signals for a proper understanding
of oversampling converters. The purpose of this chapter is to present some fundamentals of noise analysis fol-
lowed by an introduction to electronic noise sources and circuit analysis, and finally linearity.

It should be mentioned here that this chapter deals with inherent noise as opposed to interference noise. Interfer-
ence noise is a result of unwanted interaction between the circuit and the outside world, or between different parts of
the circuit itself. This type of noise may or may not appear as random signals. Examples are power supply noise on
ground wires (such as a 60-Hz hum) or electromagnetic interference between wires. Interference noise can be signifi-
cantly reduced by careful circuit wiring or layout. In contrast, inherent noise refers to random noise signals that can be
reduced but never eliminated since this noise is due to fundamental properties of the circuits. Some examples of inher-
ent noise are thermal, shot, and flicker noise. Inherent noise is only moderately affected by circuit wiring or layout,
such as using multiple base contacts to change the resistance value of the base of a transistor. However, inherent noise
can be significantly reduced through proper circuit design, such as changing the circuit structure or increasing the
power consumption.

The outline of this chapter is as follows: First, a time-domain analysis of noise signals (or other random
signals) is presented. Here, basic concepts such as rms value, signal-to-noise ratio, and noise summation are
presented. Next, a frequency-domain analysis of noise is presented. As with deterministic signals, analysis in
the frequency domain results in more powerful analysis tools than does analysis that remains strictly in the
time domain. Noise models for circuit elements are then presented, followed by noise analyses of some real
circuits to give the reader some experience in such analysis. Finally, whereas noise imposes a lower limit on
the range of signal amplitudes that can be meaningfully processed by a circuit, linearity often imposes the
upper limit. The difference between them is a circuit's dynamic range. The chapter ends with introductions to
linearity and dynamic range.

9.1 TIME-DOMAIN ANALYSIS

Since inherent noise signals are random in nature, we define here some basic
tools to effectively deal with random signals. Specifically, in this section, we
define the following terms in the time domain: rms value, SNR, dBm, and
noise summation.

An example of a random noise signal in the time domain is shown in
Fig. 9.1. Although this signal is a voltage it could just as easily be current noise
or some other quantity. The signal appears to have an average value of zero. In
fact, throughout this chapter we will assume all noise sig nals have a mean
value of zero, which simplifies many of the definitions and is also valid in most physical systems.

Key Point:  This chapter 
focuses on noise inherent to 
the physical operation of elec-
tronic components, not noise 
from outside interferences. 
Such noise sources are gener-
ally zero-mean.
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364 Chapter 9 • Noise and Linearity Analysis and Modelling

9.1.1 Root Mean Square (rms) Value

Consider a noise voltage, , such as that shown in Fig. 9.1, or a noise current, . The rms, or root mean
square, voltage value is defined1 as

(9.1)

where  is a suitable averaging time interval. Typically, a longer  gives a more accurate rms measurement. Sim-
ilarly, the rms current value is defined as

(9.2)

The benefit in knowing the rms value of a signal is that it indicates the normalized noise power of the signal.
Specifically, if the random signal  is applied to a  resistor, the average power dissipated, , in watts,
equals the normalized noise power and is given by

(9.3)

This relationship implies that the power dissipated by a resistor is the same
whether a random signal or a dc level of  volts (rms) is applied across it. For
example, a noise signal with an rms value of 1 mV (rms) dissipates the same
power across a resistor as a dc voltage of 1 mV.
Similarly, for a noise current, , applied to a  resistor, 

(9.4)

As a result, the square of the rms values,  and , are sometimes
referred to as the normalized noise powers of these two signals.

1. For those more rigorously inclined, we assume throughout this chapter that random signals are ergodic, implying their ensemble 
averages can be approximated by their time averages.

Fig. 9.1 Example of a voltage noise signal in the time domain.
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Key Point:  Although the 
instantaneous value of a noise 
voltage or current cannot be 
determined by analysis, the rms 
value obtained by time-averag-
ing its square provides a nor-
malized measure of the noise 
signal’s power.
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9.1 Time-Domain Analysis 365

9.1.2 SNR

The signal-to-noise ratio (SNR) value (in dB) of a signal node in a system is defined as

(9.5)

Thus, assuming a node in a circuit consists of a signal, , that has a normalized signal
power of  and a normalized noise power of , the SNR is given by

(9.6)

Clearly, when the mean-squared values of the noise and signal are the same, then
.

9.1.3 Units of dBm

Although dB units relate the relative ratio of two power levels,
it is often useful to know a signal’s power in dB on an absolute
scale. One common measure is that of dBm, where all power
levels are referenced by 1 mW. In other words, a 1-mW signal
corresponds to 0 dBm, whereas a 1-  signal corresponds to

. When voltage levels are measured, it is also com-
mon to reference the voltage level to the equivalent power dis-
sipated if the voltage is applied across either a 50-  or a 75-
resistor.

EXAMPLE 9.1

Find the rms voltage of a 0-dBm signal referenced to a  resistor. What is the level in dBm of a 2-volt rms signal?

Solution
A 0-dBm signal referenced to a 50-  resistor implies that the rms voltage level equals 

(9.7)

Thus, a 2-volt rms signal corresponds to 

(9.8)

and would dissipate  across a  resistor.

Note that the measured voltage may never be physically applied across any 50-  resistor. The measured
voltage is referenced only to power levels that would occur if the voltage were applied to such a load. Similar
results are obtained if the power is referenced to a 75-  resistor.

SNR 10 signal power
noise power
------------------------------ dBlog≡

Key Point:  SNR is the 
ratio of signal power to 
noise power, both normal-
ized to the same imped-
ance and expressed in dB.
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Key Point:  Units of dBm express an average 
power level on a logarithmic scale normalized 
to 1 mW, so that 1 mW is 0 dBm and 0.1 mW is 

10 dBm. Rms voltages or currents are also 
sometimes expressed in dBm by assuming that 
they are applied to some agreed-upon reference 
load, usually either 50 or 75 Ohms.

–
μW

30 dBm–

Ω Ω

50-Ω

Ω

V rms( ) 50 Ω( ) 1×  mW 0.2236 V= =

20 2.0
0.2236
----------------⎝ ⎠
⎛ ⎞log 19 dBm=

80 mW 50-Ω

Ω

Ω

c09.fm  Page 365  Monday, October 24, 2011  8:58 AM



366 Chapter 9 • Noise and Linearity Analysis and Modelling

9.1.4 Noise Summation

Consider the case of two noise sources added together, as shown in Fig. 9.2. If the rms values of each indi-
vidual noise source are known, what can be said about the rms value of the combined signal? We answer this
question as follows. Define  as

(9.9)
where  and  are two noise sources with known rms values  and , respectively. Then we
can write

(9.10)

which, when expanded, gives,

(9.11)

Note that the first two terms in the right-hand side of (9.11) are the individual mean-squared values of the noise
sources. The last term shows the correlation between the two signal sources,  and . An alternate way to
write (9.11) that better indicates the effects of signal correlation, is to define a correlation coefficient, , as

(9.12)

With this definition, (9.11) can also be written as

(9.13)

It can be shown that the correlation coefficient always satisfies the condition . Also, a value of
 implies the two signals are fully correlated, whereas  indicates the signals are uncorrelated. Val-

ues in between imply the signals are partially correlated. Fortunately, we have little reason to analyze partially cor-
related signals since different inherent noise sources are typically uncorrelated.

In the case of two uncorrelated signals, the mean-squared value of their sum is given by

(9.14)

This relationship indicates that two rms values add as though they
were the magnitudes of vectors at right angles to each other (i.e.,
orthogonal) when signals are uncorrelated.

It is of interest to contrast this uncorrelated case with that for fully
correlated signals. An example of two fully correlated (though deter-
ministic) sources are two sinusoidal signals that have the same fre-
quency and a phase of 0 or 180 degrees with each other. In this fully
correlated case, the mean-squared value of their sum is given by

Fig. 9.2 Combining two noise sources, (a) voltage, and (b) current.

vn1 t( )

vn2 t( ) in1 t( ) in2 t( )

vno t( )

–

+ ino t( )

(a) (b)

vno t( )
vno t( ) vn1 t( ) vn2 t( )+=

vn1 t( ) vn2 t( ) Vn1 rms( ) Vn2 rms( )

Vno rms( )
2 1

T
--- vn1 t( ) vn2 t( )+[ ]2 dt

0

T∫=

Vno rms( )
2 Vn1 rms( )

2 Vn2 rms( )
2 2

T
--- vn1 t( )vn2 t( ) dt

0

T∫+ +=

vn1 t( ) vn2 t( )
C

C

1
T
--- vn1 t( )vn2 t( ) dt0

T

∫
Vn1 rms( )Vn2 rms( )

------------------------------------------≡

Vno rms( )
2 Vn1 rms( )

2 Vn2 rms( )
2 2CVn1 rms( )Vn2 rms( )+ +=

1 C 1≤ ≤–
C 1±= C 0=

Vno rms( )
2 Vn1 rms( )

2 Vn2 rms( )
2+=

Key Point:  The power of independent 
(uncorrelated) noise sources superimpose 
linearly, which means their voltages and 
currents superimpose in a root-sum-of-
squares fashion. As a result, to lower over-
all noise, one must focus on the largest 
noise contributors.
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(9.15)

where the sign is determined by whether the signals are in or out of phase with each other. Note that, in this case
where the signals are fully correlated, the rms values add linearly (similar to the magnitudes of aligned vectors).

EXAMPLE 9.2

Given two uncorrelated noise sources that have  and , find their total output
rms value when combined. If we are required to maintain the total rms value at , how much should 
be reduced while  remains unchanged?

Solution
Using (9.14) results in

(9.16)
which results in . 

To maintain  and , we have

(9.17)

which results in . Therefore, reducing  by 13 percent is equivalent to eliminating
 altogether!

The above example has an important moral. To reduce overall noise, concentrate on large noise signals.

9.2 FREQUENCY-DOMAIN ANALYSIS

As with deterministic signals, frequency-domain techniques are useful for dealing with random signals such as noise.
This section presents frequency-domain techniques for dealing with noise signals and other random signals. It should be
noted that units of hertz (Hz) (rather than radians/second) are used throughout this chapter since, historically, such units
have been commonly used in the measurement of continuous-time spectral densities.

9.2.1 Noise Spectral Density

Although periodic signals (such as a sinusoid) have power at distinct frequency locations, random signals have
their power spread out over the frequency spectrum. For example, if the time-domain signal shown in Fig. 9.1 is
applied to a spectrum analyzer, the resulting spectrum might look like that shown in Fig. 9.3(a). Note here that
although the horizontal scale is the usual frequency axis, the vertical scale is in units of microvolts-squared/hertz.
In other words, the vertical axis is a measure of the normalized noise power (mean-squared value) over a 1-Hz
bandwidth at each frequency point. For example, the measurement at  in Fig. 9.3(a) indicates that the nor-
malized power between 99.5 Hz and 100.5 Hz is . 

Thus, we define the noise spectral density, , or in the case of current, , as the average normalized
noise power over a 1-Hz bandwidth. The units of  are volts-squared/hertz, whereas those of  are amps-
squared/hertz. Also,  is a positive real-valued function.
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It should be emphasized here that the mean-squared value of a random noise
signal at a single precise frequency is zer o. In other words, the mean-squared
value of the signal shown in Fig. 9.3(a) measured at 100 Hz is directly propor-
tional to the bandwidth of the bandpass filter used for the measurement. In a lab-
oratory spectrum analyzer, the bandwidth of the bandpass filter is determined by
the resolution-bandwidth control. Thus, as the resolution bandwidth goes to zero,
the mean-squared value also becomes zero.2 Conversely, as the resolution band-
width increases, so does the measured mean-squared value. In either case, the

measured mean-squared value should be normalized to the value that would be obtained for a bandwidth of 1 Hz
when the noise spectral density is stated in units of . For example, if the signal corresponding to
Fig. 9.3(a) were measured at around  using a resolution bandwidth of , the mean-squared value
measured would be , which, when scaled to a  bandwidth, equals .

An intuitive explanation of how a random noise signal is measured using a spectrum analyzer is as follows. A
random noise signal has a frequency that is continually changing through a broad continuum of frequencies. A spec-
trum analyzer is sensitive to only a narrow frequency range that is the passband of its filter, and it measures the mean-
squared value in that range. The filter of the spectrum analyzer reacts with a time constant approximately given by

(9.18)

where W is the bandwidth of the filter. For some of the time, the random signal has the same frequency as the
spectrum analyzer’s filter. Thus, the spectrum analyzer effectively measures what percentage of time the ran-
dom signal is in the frequency range of its filter. The narrower the bandwidth of the filter, the less percentage of
time the signal is within its frequency range, and therefore the smaller is the spectrum analyzer’s output. However,
if the signal is not a random signal wandering in and out of the frequency range of the spectrum analyzer’s filter,
but is a deterministic signal at the center frequency of the filter, then the spectrum analyzer’s reading is indepen-
dent of the filter’s bandwidth.

It is often convenient to plot the square root of the noise spectral density when we deal with filtered noise.
Taking a square root results in , as shown in Fig. 9.3(b). We will refer to  as the root spectral density
which is expressed in units of volts/root-hertz (i.e., ). In the case of current noise, the resulting units are
amps/root-hertz. Note that the horizontal axis remains unchanged although there is a root-hertz factor in the
vertical axis.

2. Such a result would not occur when a 100-Hz sinusoidal waveform is measured.

Fig. 9.3 Example of voltage spectral density (frequency domain), for (a) spectral density, and 
(b) root spectral density.
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9.2 Frequency-Domain Analysis 369

Since the spectral density measures the mean-squared value over a 1-Hz band-
width, one can obtain the total mean-squared value by integrating the spectral density
over the entire frequency spectrum. Thus, the rms value of a noise signal can also be
obtained in the frequency domain using the following relationship:

(9.19)

and similarly for current noise,

(9.20)

More generally, the rms noise within a specified frequency range is obtained by integrating the noise spectral den-
sity over that frequency range. For example, the rms voltage noise over the frequency range  is

(9.21)

Finally,  is rigorously defined as the Fourier transform of the autocorrelation function of the time-
domain signal, . This relationship is known as the Wiener–Khinchin theorem. The relationship just shown
defines a one-sided spectral density function since the noise is integrated only over positive frequencies as
opposed to both negative and positive frequencies, again primarily for historical reasons. A two-sided definition
results in the spectral density being divided by two since, for real-valued signals, the spectral density is the same
for positive and negative frequencies, and the total mean-squared value obtained by integrating over both positive
and negative frequencies remains unchanged.

EXAMPLE 9.3

What mean-squared value would be measured on the signal shown in Fig. 9.3 at 100 Hz when a resolution band-
width of 30 Hz is used on a spectrum analyzer? Answer the same question for a 0.1-Hz resolution bandwidth.

Solution
Since the portion of spectral density function is flat at about 100 Hz, the measured value should simply be propor-
tional to the bandwidth. Since the noise spectral density is  at , the output of a  filter is

 (or an rms value of ).
For a 0.1-Hz bandwidth, the measured value would be 10 times smaller than for a 1-Hz bandwidth, resulting in

a value of  (or an rms value of ).

9.2.2 White Noise

One common type of noise is white noise. A noise signal is said to be white if its spec-
tral density is constant over a given frequency. In other words, a white noise signal
would have a flat spectral density, as shown in Fig. 9.4, where  is given by

(9.22)

and  is a constant value.
Substituting (9.22) into (9.19) suggests that white noise has infinite power. However, this is not a problem in prac-

tice since a finite capacitance is always present to bandlimit the noise and make the integral in (9.19) converge.

Key Point:  The mean 
square value of a noise 
signal is the integral of 
its spectral density over 
all frequencies.
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370 Chapter 9 • Noise and Linearity Analysis and Modelling

9.2.3 1/f, or Flicker, Noise

Another common noise shape is that of 1/f, or flicker, noise.3 The spectral density, , of 1/f noise is approxi-
mated by

(9.23)

where  is a constant. Thus, the spectral density is inversely proportional to frequency, and hence the term “1/f
noise.” In terms of root spectral density, 1/f noise is given by

(9.24)

Note that it is inversely proportional to  (rather than ). An example of a signal hav-
ing both 1/f and white noise is shown in Fig. 9.5. Note that the 1/f noise falls off at a
rate of  dB/decade since it is inversely proportional to . The intersection of the
1/f and white noise curves is often referred to as the 1/f noise corner. (It occurs at 10
Hz in Fig. 9.5.)

3. 1/f, or flicker, noise is also referred to as pink noise since it has a large low-frequency content, like pink light.

Vn
2 f( )

Fig. 9.4 An example of a white noise signal.
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Fig. 9.5 A noise signal that has both 1/f and white noise.
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9.2 Frequency-Domain Analysis 371

Substituting (9.23) into (9.21) gives the power of a 1/f noise source over a finite frequency range .

(9.25)

Hence, the noise power in every decade range of frequencies is equal to . Integration of 1/f
noise all the way down to dc yields infinite power, but in practical cases, finite and reasonable values are obtained
even when the lower limit of integration is very low. 

EXAMPLE 9.4

Find the rms noise voltage of a 1/f noise source with  integrating over the frequency range 1 Hz to
100 MHz. What is its rms noise voltage if instead the lower limit of integration is decreased to 10 nHz?

Solution
The range 1 Hz to 100 MHz encompasses 8 decades. Hence, the rms noise voltage over that range is

. Decreasing the lower frequency limit to 10 nHz increases the rms noise voltage to
. Circuit noise at frequencies around 10 nHz will only be observed after a circuit has

been in continuous operation for more than 1 year. In practice, over such a long time, temperature and aging
effects will cause shifts in device performance that are virtually indistinguishable from the 1/f noise.

9.2.4 Filtered Noise

Consider the case of a noise signal, , being filtered by the transfer function , as shown in Fig. 9.6.
Here,  represents a linear transfer function as a result of some circuit amplification, filtering, or both. The
following relationship between the input and output signals can be derived using the definition of the spectral
density.

(9.26)

The term  arises here since, for physical frequencies, we replace  with . Note that the output spec-
tral density is a function only of the magnitude of the transfer function, and not its phase. As a result of (9.26), the
total output mean-squared value is given by

(9.27)

If we wish to work with root spectral densities, we can take the square root of both sides of (9.26) resulting in
(9.28)
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Fig. 9.6 Applying a transfer function (i.e. filter) to a noise signal.
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372 Chapter 9 • Noise and Linearity Analysis and Modelling

The relationship in (9.28) should make intuitive sense since it indicates that the
transfer function simply shapes the root spectral density of the input noise signal. It
is important to note here that the root spectral density is simply shaped by ,
whereas the spectral density is shaped by , as seen by (9.26). Hence, we
see the benefit in dealing with the root spectral density rather than the spectral
density. Specifically, straightforward transfer function analysis is applied when
using root spectral densities, whereas squared terms are required to deal with spec-
tral densities.

It is also of interest to consider the case of multiple uncorrelated noise sources
that are each filtered and summed together. For example, consider the system shown
in Fig. 9.7 in which three filtered, uncorrelated noise sources combine to form the
total output noise, . In this case, one can show that if the input random signals
are uncorrelated, the filter outputs are also uncorrelated. As a result, the output spec-
tral density is given by

(9.29)

EXAMPLE 9.5

Consider a noise signal, , that has a white root spectral density of , as shown in Fig. 9.8(a). Find
the total noise rms value between dc and 100 kHz. What is the total noise rms value if it is filtered by the RC filter
shown in Fig. 9.8(b), where it is assumed the RC filter is noise free?

Solution
For the noise mean-square value from dc to  of , we have

(9.30)

resulting in an rms value of . Note that, for this simple case, one could also obtain the rms value
by multiplying  by the square root of the frequency span, or , resulting in .

For the filtered signal, , we find that the RC filter has the frequency response shown in Fig. 9.8(c). There-
fore, we can multiply the root spectral density of  with the frequency response, , to obtain the root
spectral density of , as shown in Fig. 9.8(d ). Mathematically, the output root spectral density is given by

(9.31)

Key Point:  Passing a noise 
signal through a circuit 
shapes its root spectral 
density by the circuit’s 
magnitude response.
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Fig. 9.7 Filtered uncorrelated noise sources contributing to total output noise.
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9.2 Frequency-Domain Analysis 373

where . Thus, the noise mean-squared value of  between dc and  is given by

(9.32)

which results in an rms value of . Note that the noise rms value of  is almost 
that of  since high-frequency noise above  was filtered. The lesson here is that you should not design
circuits for larger bandwidths than your signal requires, otherwise noise performance suffers.

9.2.5 Noise Bandwidth

We just saw that the spectral density function is determined by the noise
power within each 1-Hz bandwidth. Thus, in theory, one could measure the
spectral density function by filtering a noise signal with a brick-wall band-
pass filter having a 1-Hz bandwidth. The term brick wall implies here that
the 1-Hz bandwidth of the filter is passed with a gain of one, whereas all
other frequencies are entirely eliminated. However, practical filters can
only approach a brick-wall response as their complexity (i.e. filter order) is
increased. Thus, for lower-order filters with a 1-Hz passband, more noise
power is passed than what is simply in a 1-Hz bandwidth. To account for
the fact that practical filters have more gradual stopband characteristics, the term noise bandwidth is defined. The
noise bandwidth of a given filter is equal to the frequency span of a brick-wall filter that has the same rms out-
put noise as the given filter has when white noise is applied to both filters, assuming the same peak gain for

Fig. 9.8 (a) Spectral density for . (b) RC filter to shape noise. (c) RC filter frequency response. 
(d) Spectral density for .
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Key Point:  The noise bandwidth of 
a given filter is equal to the fre-
quency span of a brick-wall filter 
that has the same rms output noise 
as the given filter has when white 
noise is applied to both filters, 
assuming the same peak gain for 
both filters.
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374 Chapter 9 • Noise and Linearity Analysis and Modelling

both filters. In other words, given a filter response with peak gain , the noise bandwidth is the width of a rectan-
gular filter that has the same area and peak gain, , as the original filter.

For example, consider a first-order, low-pass response with a 3-dB bandwidth of , as shown in Fig. 9.9(a).
Such a response would occur from the RC filter shown in Fig. 9.8(b) with . The transfer function
of  is given by

(9.33)

This results in the magnitude response of  being equal to

(9.34)

An input signal, , is a white noise source given by
(9.35)

where  is a constant. The total output noise rms value of  is equal to

(9.36)

If this same input signal, , is applied to the filter shown in Fig. 9.9(b), then the total output noise rms
value equals,

(9.37)

Finally, equating the two output noise rms values, , results in

(9.38)
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A0

f0

f0 1 2πRC⁄( )=

Fig. 9.9 (a) A first-order, low-pass response, and (b) a brick-wall filter that has the same peak gain 
and area as the first-order response.
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9.2 Frequency-Domain Analysis 375

Thus, the noise bandwidth of a first-order, low-pass filter with a 3-dB band-
width of  equals . Note that, for the common case in which a first-
order circuit is realized by a capacitor, , and the resistance seen by that
capacitor, , then

(9.39)

and the noise bandwidth is given by

(9.40)

The advantage of knowing the noise bandwidth of a filter is that, when white noise is applied to the filter
input, the total output noise mean-squared value is easily calculated by multiplying the spectral density by the
noise bandwidth. Specifically, in the first-order case just described, the total output noise mean-squared value,

, is equal to

(9.41)

Similar results for noise-bandwidth relationships can be obtained for higher-order and bandpass filters.

9.2.6 Piecewise Integration of Noise

Although simulation and computer techniques can analyze circuits or systems quite precisely (depending on their
modeling accuracy), it is often convenient to make approximations that are useful in the early design stages. Such
approximations are particularly useful in noise analysis, where large inaccuracies occur naturally due to such
things as unknown parasitic effects and incomplete noise models. One such approximation is the estimation of
total noise by integrating over frequency with the assumption that piecewise-linear Bode diagrams are exact. With
such an approximation, integration formulas become much simpler when one needs only to integrate under linear
functions and add together the resulting portions. The following example demonstrates this approach.

EXAMPLE 9.6

Consider an input noise signal, , being applied to the amplifier , as shown in Fig. 9.10. Find the output
noise rms value of  considering only frequencies above . 

Solution
As shown, the output root spectral density, , is determined by the addition of the Bode diagrams for 
and . To perform piecewise integration of , the frequency range is broken into four regions,  through

, as shown. 
For the region , the total mean-square noise is given by

(9.42)

In the region , we have

(9.43)

Key Point:  The noise bandwidth 
of a first-order lowpass filter is 
π/2 times the filter’s –3dB 
bandwidth.
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Region  ramps up rather than down, resulting in

(9.44)

Fig. 9.10 Root spectral densities and amplifier curve example.  is the output noise that results 
from applying an input signal with noise  to the amplifier .
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9.3 Noise Models for Circuit Elements 377

Finally, for region , we can use the noise bandwidth result of a first-order, low-pass response and simply
remove the noise portion resulting from under 104 Hz. Specifically, we have

(9.45)

Thus, the total output noise can be estimated to be

(9.46)

An interesting point to note here is that in the preceding example, N4 =  is quite close to the
total noise value of . Thus, in practice, there is little need to find the noise contributions in the regions

, , and . Such an observation leads us to the 1/f noise tangent principle.

9.2.7 1/f Noise Tangent Principle

The 1/f noise tangent principle  is as follows: To determine the frequency
region or regions that contribute the dominant noise, lower a 1/f noise line
until it touches the spectral density curve—the total noise can be approxi-
mated by the noise in the vicinity of the 1/f line [Kennedy, 1988; Franco,
2002]. For example, lowering a 1/f line toward the root spectral density of

 in Fig. 9.10 indicates that the noise around  dominates. The rea-
son this simple rule works is that a curve proportional to  results in equal
power over each decade of frequency. Therefore, by lowering this constant
power/frequency curve, the largest power contribution will touch it first. However, because the integration of 
approaches infinity if either the upper bound is infinity or the lower bound is zero, one must be careful in cases where
the spectral density curve runs parallel to a 1/f tangent line for an appreciable frequency span. For example, consider
once again Fig. 9.10, where the region  runs parallel to the 1/f tangent line. However, in this example, region 
does not contribute much noise since the noise was only integrated above . If a much lower frequency bound is
used, this region can also contribute appreciable noise power.

9.3 NOISE MODELS FOR CIRCUIT ELEMENTS
There are three main fundamental noise mechanisms: thermal, shot, and flicker. In this section, we discuss noise
models for popular circuit elements where all three mechanisms occur. However, first we briefly describe these
noise phenomena. 

Thermal noise is due to the thermal excitation of charge carriers in a conductor. This noise has a white spec-
tral density and is proportional to absolute temperature. It is not dependent on bias conditions (dc bias current) and
it occurs in all resistors (including semiconductors) above absolute zero temperature. Thus, thermal noise places
fundamental limits on the dynamic range achievable in electronic circuits. It should be mentioned here that ther-
mal noise is also referred to as Johnson or Nyquist noise since it was first observed by J. B. Johnson [Johnson,
1928] and analyzed using the second law of thermodynamics by H. Nyquist [Nyquist, 1928].
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Shot noise was first studied by W. Schottky using vacuum-tube diodes [Schottky, 1918], but shot noise also
occurs in pn junctions. This noise occurs because the dc bias current is not continuous and smooth but instead is a
result of pulses of current caused by the flow of individual carriers. As such, shot noise is dependent on the dc bias
current. It can also be modelled as a white noise source. Shot noise is also typically larger than thermal noise and
is sometimes used to create white noise generators.

Flicker noise is the least understood of the three noise phenomena. It is found in all active devices as well as
in carbon resistors,4 but it occurs only when a dc current is flowing. Flicker noise usually arises due to traps in the
semiconductor, where carriers that would normally constitute dc current flow are held for some time period and
then released. Flicker noise is also commonly referred to as 1/f noise since it is well modelled as having a 
spectral density, where  is between 0.8 and 1.3. Although both bipolar and MOSFET transistors have flicker
noise, it is a significant noise source in MOS transistors, whereas it can often be ignored in bipolar transistors.

9.3.1 Resistors

The major source of noise in resistors is thermal noise. As just discussed, it appears as white noise and can be
modelled as a voltage source, , in series with a noiseless resistor. With such an approach, the spectral density
function, , is found to be given by

(9.47)

where  is Boltzmann’s constant ( ),  is the temperature in Kelvins, and R is the resistance value. 
Alternatively, (9.47) may be rewritten noting that a  resistor exhibits a root spectral density of

 in thermal noise at room temperature (300 °K). Since the root spectral density is proportional to the
square root of the resistance, we can also write

(9.48)

Note that, to reduce the thermal noise voltage due to resistors, one
must either lower the temperature or use lower resistance values. The
fact that lower resistance values cause less thermal noise becomes much
more apparent when we look at  noise in capacitors later in this
section. 

An alternate model can be derived by finding the Norton equivalent
circuit. Specifically, the series voltage noise source, , can be
replaced with a parallel current noise source, , given by

(9.49)

Both resistor models are summarized in Fig. 9.11.

9.3.2 Diodes

Shot noise is typically the dominant noise in diodes and can be modelled with a current
source in parallel with the small-signal resistance of the diode, as Fig. 9.11 shows. The
spectral density function of the current source is found to be given by

(9.50)

4. Carbon resistors are not used in integrated-circuit design but are available as discrete elements.
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9.3 Noise Models for Circuit Elements 379

where  is one electronic charge  and  is the dc bias current flowing through the diode. The
small-signal resistance of the diode, , is given by the usual relationship,

Element Noise Models
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380 Chapter 9 • Noise and Linearity Analysis and Modelling

(9.51)

The Thévenin equivalent circuit can also be used, as shown in Fig. 9.11. Note that the small-signal resistance, ,
is used for small-signal modelling and is not a physical resistor; hence,  does not contribute any thermal noise.

9.3.3 Bipolar Transistors

The noise in bipolar transistors is due to the shot noise of both the collector and base currents, the flicker noise of
the base current, and the thermal noise of the base resistance. A common practice is to combine all these noise
sources into two equivalent noise sources at the base of the transistor, as shown in Fig. 9.11. Here, the equivalent
input voltage noise, , is given by

(9.52)

where the  term is due to the thermal noise of the base resistance and the  term is due to collector-current
shot noise referred back to the input. The equivalent input current noise, , equals

(9.53)

where the  term is a result of base-current shot noise, the  term mod-
els 1/f noise (  is a constant dependent on device properties), and the  term is
the input-referred collector-current shot noise (often ignored).

The noise of  typically dominates in , and the base-current shot noise
often dominates in the input-current noise, . Thus, the equivalent voltage and
current noise are not derived from the same noise sources. As a result, it is com-
mon practice to assume that the input voltage and current noise sources in a bipo-
lar transistor are uncorrelated.5

9.3.4 MOSFETS

The dominant noise sources for active MOSFET transistors are flicker and thermal noise, as shown in Fig. 9.11.
The flicker noise is modelled as a voltage source in series with the gate of value

(9.54)

where the constant  is dependent on device characteristics and can vary widely
for different devices in the same process. The variables , , and  represent
the transistor’s width, length, and gate capacitance per unit area, respectively.
The 1/f no ise is inversely pr oportional to the tran sistor ar ea, , so larger
devices have less 1/f noise. In MOSFET circuits, 1/f noise is extremely impor-
tant because it typically dominates at low frequencies unless switching-circuit
techniques are used to reduce its effect. Typically, the 1/f noise constant  is

5. An exception to this is high-frequency designs in which the collector shot noise becomes more important because, at high frequen-
cies,  becomes small. In this case, the input current noise source is partially correlated with the input voltage noise source. If neither 
noise source dominates, then the correct analysis is more difficult and beyond the scope of this text. Fortunately, this case is not often 
encountered in practice.
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9.3 Noise Models for Circuit Elements 381

smaller for p-channel transistors than their n-channel counterparts since their majority carriers (holes) are less
likely to be trapped, so it is desirable to use p-channel transistors when 1/f noise is to be reduced.

The derivation of the thermal noise term is straightforward and is due to the resistive channel of a MOS
transistor in the active region. If the transistor was in triode, the thermal noise current in the drain due to the
channel resistance would simply be given by , where  is the channel resistance. However,
when the transistor is in the active region, the channel cannot be considered homogeneous, and thus, the total
noise is found by integrating over small portions of the channel. Such an integration results in the noise current
in the drain given by

(9.55)

For the case  and assuming a long channel device,
. However, for short gate-length devices much higher values

of  may be observed. Note that the white noise parameter  is differ-
ent from the body-effect parameter .

Often, noise analyses are done just by including this noise source
between the transistor drain and source. Sometimes, however, analysis
may be simplified if it is replaced by an equivalent input noise source.
To find the equivalent noise voltage that would cause this drain current,
we note that the drain current is equal to the gate voltage times the
transconductance of the device, or, mathematically, . Thus, dividing (9.55) by  results in the
simplified MOSFET model, also shown in Fig. 9.11, where there is now only one voltage noise source. However,
one should be aware that this simplified model assumes the gate current is zero. Although this assumption is valid
at low and moderate frequencies, an appreciable amount of current would flow through the gate-source capaci-
tance, , at higher frequencies. In summary, although most noise analysis can be performed using the simplified
model, if in doubt, one should use the model with the thermal noise placed as a current source in parallel with the
drain-source channel.

Although gate leakage can introduce an additional source of noise, no gate leakage noise terms have been
included in this noise model since the gate leakage is generally so small that its noise contribution is rarely signif-
icant.

EXAMPLE 9.7

A large MOS transistor consists of ten individual transistors connected in parallel. Considering 1/f noise only,
what is the equivalent input voltage noise spectral density for the ten transistors compared to that of a single tran-
sistor?

Solution
From (9.54), the 1/f noise can be modelled as a current source going from the drain to the source with a noise
spectral density of

(9.56)

where  is the transconductance of a single transistor. When ten transistors are connected in parallel, the drain-
current noise spectral density is ten times larger, so we have

(9.57)
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382 Chapter 9 • Noise and Linearity Analysis and Modelling

When this noise is referred back to the input of the equivalent transistor, we have

(9.58)

since the transconductance of ten transistors in parallel, , is equal to . Thus, the drain current noise
spectral density of the equivalent transistor is ten times larger, but the input voltage noise spectral density is ten
times smaller. This result is expected because the input voltage noise source due to 1/f noise is inversely propor-
tional to the equivalent transistor area, which in this case is .

9.3.5 Opamps

Noise in opamps is modelled using three uncorrelated input-referred noise sources, as shown in Fig. 9.11. With an
opamp that has a MOSFET input stage, the current noises can often be ignored at low frequencies since their values
are small. However, for bipolar input stages, all three noise sources are typically required, as shown in Fig. 9.12. In
Fig. 9.12(a), if  is not included in the model, a unity-gain buffer with no resistors indicates that the circuit output
is noiseless. In fact, the voltage noise source, , dominates. If  is not included in an opamp model, the circuit
shown in Fig. 9.12(b) indicates that the output noise voltage equals . Here, the current noise may dominate if the
resistance, , is large. A similar conclusion can be drawn with , as shown in Fig. 9.12(c).

9.3.6 Capacitors and Inductors

Capacitors and inductors do not generate any noise. However, they do accumulate noise generated by other noise
sources. Here, we will see that the capacitor noise mean-squared voltage equals  when it is connected to an
arbitrary resistor value.

Consider a capacitance, , in parallel with a resistor of arbitrary size, , as shown in Fig. 9.13(a). The equiv-
alent circuit for noise analysis is shown in Fig. 9.13(b). To determine the total noise mean-squared value across
the capacitor, we note that  is simply a first-order, low-pass, filtered signal with  as the input. There-
fore, we recognize that the noise bandwidth is given by  as in (9.41), and since the input has a white spec-
tral density, the total output mean-squared value is calculated as

(9.59)
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9.3 Noise Models for Circuit Elements 383

In other words, the rms voltage value across a capacitor is equal to ,
whenever a simple passive resistance of any value is connected across it. Such a
result is due to fact that small resistances have less noise spectral density but
result in a wide bandwidth, compared to large resistances, which have reduced
bandwidth but larger noise spectral density.

Finally, it should be stated that this noise property for capacitors gives a
fundamental limit on the minimum noise level across a capacitor connected to
passive components.6 Thus, to lower the noise level either the temperature must be lowered, or the capacitance
value must be increased in which case a constant bandwidth is maintained by decreasing resistance. 

EXAMPLE 9.8

At a room temperature of , what capacitor size is needed to achieve a 96-dB dynamic range in an analog
circuit with maximum signal levels of ?

Solution
The value of noise that can be tolerated here is 96 dB down from , which is

(9.60)

Using (9.59), we have

(9.61)

Thus, the minimum capacitor size that can be used (without oversampling) is 16.6 pF. The use of this minimum
capacitor size determines the maximum resistance size allowed to achieve a given time constant.

Finally, it should be mentioned that the equivalent noise current mean-squared value in an inductor of value 
connected only to resistors is given by (see Problem 9.19)

(9.62)

6. Some feedback circuits can make the noise smaller but signal levels are also typically smaller (see Problem 9.18).
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Fig. 9.13 (a) Capacitor, C, in parallel with a resistor, and (b) equivalent noise model circuit.
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9.3.7 Sampled Signal Noise

In many cases, one should obtain a sampled value of an analog voltage. For example, switched-capacitor circuits
make extensive use of sampling, and sample-and-hold circuits are commonly used in analog-to-digital and digital-
to-analog conversion.

Consider a basic sample-and-hold circuit, as shown in Fig. 9.14. When
 drops, the transistor turns off and, in an ideal noiseless world, the input

voltage signal at that instance would be held on capacitance . However,
when thermal noise is present, the resistance when the transistor is switched
on causes voltage noise on the capacitor with an rms value of . Thus,
when the switch is turned off, the noise as well as the desired signal is held on

. As a result, a fundamental limit occurs for sampled signals using a capaci-
tance —an rms noise voltage of . The sampled noise may be higher than this limit if the sample-and-
hold circuit includes active components, such as an opamp.

The sampled noise voltage does not depend on the sampling rate and is independent from sample to sample.
This fact suggests a method to reduce the noise level of a signal measurement. Specifically, in the case where  is a
dc (or low-frequency) signal, taking only one sample results in a noise voltage of . However, if many sam-
ples are taken (say, 1,000) and all samples are averaged, the averaged value will have a reduced noise level. The rea-
son this technique improves the measurement accuracy is that, when individual sampled values are summed together,
their signal values add linearly, whereas their noise values (being uncorrelated) add as the root of the sum of squares.
This technique is known as oversampling and will be discussed at length with respect to oversampling converters in
Chapter 18.

9.3.8 Input-Referred Noise

In general, the noise voltage at a particular node, or noise current in a
particular branch, will be a superposition of multiple filtered uncorre-
lated noise sources, as illustrated in Fig. 9.7. In order to quantify the
impact of all these noise sources upon SNR, it is useful to know the
total input-referred noise of the circuit.

The input-referred noise of a circuit, if applied to the input of a
noiseless copy of the circuit, results in the exact same output noise as
when all of the circuit’s noise sources were present. It is found by

dividing the observed output noise by the gain of the circuit. A method to determine input referred noise by analy-
sis or simulation is illustrated in Fig. 9.15. The output noise of the circuit  is first determined, then divided
by the circuit’s mid-band gain to arrive at a rms input-referred noise quantity. If the input source is best modeled as
a voltage source, it makes sense to use an input-referred noise voltage defined in terms of the circuit’s mid-band
small signal voltage gain,

(9.63)

Key Point:  Sampling an analog 
voltage on a capacitor captures 
both the signal component and 
noise with a mean-square value 
of kT/C, assuming a purely 
passive sampling network.
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9.3 Noise Models for Circuit Elements 385

Alternatively, if the input source is best modeled as a Norton-equivalent current source, the input-referred noise
current may be a more relevant quantity, obtained from the circuit’s mid-band transimpedance gain,

(9.64)

In general, the output noise depends upon the source and load impedances connected to the circuit,  and
 in Fig. 9.15, so noise analysis should always be performed with those impedances in place. However, when it

is known that  is much smaller than the circuit’s input impedance (i.e., a voltage input) then the noise analysis
can be performed with  (short-circuit) with good accuracy. For example, this is typically the case for an
opamp. Similarly, if  is much larger than the circuit input impedance (i.e., current input) then the noise analysis
can be performed with an open-circuit input.

EXAMPLE 9.9

Two voltage amplifiers (each having very large input impedance and small output impedance) are available: one
with a gain of 3 V/V and  noise observed at the output; the other with a gain of 8 V/V and  noise
observed at its output. What is the input-referred noise of each amplifier? If the two amplifiers are to be placed in
series to realize a gain of 24 V/V, in what order should they be placed in order to obtain the best noise perfor-
mance? What is the resulting input-referred noise of the overall system?
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Fig. 9.15 Determination of input-referred noise.
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Solution
The first amplifier has an input referred noise of  and the second has an input-referred noise
of . First consider placing the amplifier with a gain of 3 V/V first, as illustrated in
Fig. 9.16(a). In this case, the total output noise is given by

The alternative arrangement is depicted in Fig. 9.16(b), and results in an output noise of

Clearly, the second situation is preferable. The total input referred noise in this case is

Notice that the total input referred noise is almost identical to that of the first amplifier alone. This result could
also have been obtained by input-referring the noise contribution of each amplifier directly from Fig. 9.16(b).

The larger gain in the first stage renders the noise from the second stage negligible. This illustrates why, for exam-
ple, the first stage is the dominant noise contributor in a two-stage opamp. In general, when very low-amplitude
signals must be processed with high fidelity, it is desirable to use an initial low-noise and high-gain pre-amplifier.
Doing so ensures the noise performance of subsequent stages is not critical.

The noise spectral density at the output of the circuit is generally the sum of noise contributed by the circuit
itself, , as well as thermal noise from the real part of the source impedance filtered by the circuit,

. These quantities may be input referred as illustrated in Fig. 9.17 for a voltage amplifier where

(9.65)

Fig. 9.16 Computing the input-referred noise of Example 9.9.
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Note that the input-referred noise  in (9.63) is not obtained by
integrating the input-referred noise spectrum over some bandwidth. The
rms input-referred noise divides the rms output noise by the mid-band
gain only so that it can be used to determine SNR assuming the input
signal is confined to the circuit’s mid-band region.

In radio-frequency applications, the signal input is narrowband and
filters can be used to eliminate all out-of-band noise. In this case, a mea-
sure of noise spectral density at a particular frequency, also called the
spot noise, is useful. A common noise metric in this case is the noise factor, , given by the ratio of the total
noise to the noise that would arise if only the source resistance were noisy, at a particular frequency.

(9.66)

This quantity may be related to the input referred noise of the amplifier alone, .

(9.67)

Expressed in decibels, the noise factor becomes the noise figure of the circuit,
(9.68)

9.4 NOISE ANALYSIS EXAMPLES
In this section, a variety of circuits are analyzed from a noise perspective. Although some useful design techniques
for reducing noise are presented, the main purpose of this section is to give the reader some experience in analyz-
ing circuits from a noise perspective.

9.4.1 Opamp Example

Consider an inverting amplifier and its equivalent noise model, as shown in Fig. 9.18. Here, , , and
 represent the opamp’s equivalent input noise, and the remaining noise sources are resistor thermal noise

sources. Note that current noise sources are used in the models for  and , whereas a voltage noise source is
used for . As we will see, these choices of noise sources simplify the circuit analysis.

First, using superposition and assuming all noise sources are uncorrelated, consider the output noise voltage,
, due only to , and . These three noise currents add together, and their total current sum is fed into

the parallel combination of  and . Note that no current passes through  since the voltage across it is zero
due to the virtual ground at the negative opamp terminal (assuming a high-gain opamp). Thus, the output noise
mean-squared value due to these three noise currents is given by

(9.69)
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This equation indicates that this part of the output noise value equals the sum of the noise currents multiplied by
. This noise portion is then shaped by a low-pass filter with a 3-dB frequency equal to  Fol-

lowing an analysis similar to that in Section 9.3.6, the total integrated mean squared output noise voltage due to Rf
alone may be shown to be simply kT/Cf. Including the noise of R1 increases the result to (1 + Rf/R1)kT/Cf and
including opamp noise increases it further. Hence, kT/Cf is a lower limit on the noise of opamps with capacitive
feedback.

Using superposition further, the output mean-squared value, , due to the three noise sources at the pos-
itive opamp terminal can be found as follows: By converting  to a voltage source (by multiplying it by ), we
see that the three noise voltages are summed and are applied to the positive opamp terminal. Since the gain from
the positive opamp terminal to the output signal is easily found, the output noise mean-squared value due to these
three noise sources is given by

(9.70)

This equation indicates that this part of the output noise mean-squared value equals the sum of the noise voltages,
and this noise portion is then shaped by the shown transfer function. For this transfer function, if , then its
gain approximately equals unity for all frequencies. Thus, for an ideal opamp, the noise would exist up to infinite
frequency, resulting in an infinite amount of mean-squared volts. However, for practical circuits, the gain drops
off above the unity-gain frequency of the opamp, and thus the noise is effectively low-pass filtered. In the case
where , the low-frequency gain is roughly , and its 3-dB frequency is the same as in the case of the
noise sources at the negative opamp terminal (i.e., ). However, in this case, the gain only
decreases to unity and then remains at that level. Treating the Bode plot as exact and noting that, above , the gain
drops off at –20 dB/decade, this transfer function reaches unity around . Thus, one should also
include the opamp’s positive input noise (with a gain of one) integrated over the region between  and the unity-
gain frequency of the opamp.

Finally, the total output noise mean-squared value is simply the sum

(9.71)

or, if rms values are found,

(9.72)
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Fig. 9.18 (a) Low-pass filter, and (b) equivalent noise model.
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9.4 Noise Analysis Examples 389

EXAMPLE 9.10

Estimate the total output noise rms value for a  low-pass filter, as shown in Fig. 9.18, when ,
, , and . Also, find the SNR for an input signal equal to . Assume

that the noise voltage of the opamp is given by , both its noise currents are
, and that its unity-gain frequency equals .

Solution
Assuming the device is at room temperature, the resistor noise sources are equal to

(9.73)

(9.74)

(9.75)

The low-frequency value of  is found by letting  in (9.69).

(9.76)

Since (9.69) also indicates that this noise is low-pass filtered, the rms output noise value due to these three sources
can be found using the concept of a noise equivalent bandwidth. Specifically, we multiply the spectral density by

, where . Thus,

(9.77)

To estimate the output noise due to the sources at the positive opamp terminal, we find  to be given by

(9.78)

This noise is also low-pass filtered at  until , where the noise gain reaches unity and it remains
until  (i.e, the unity-gain frequency of the opamp). Thus, breaking this noise into two portions, and
using (9.40) to calculate the first portion, we have

(9.79)

Thus, the total output noise is estimated to be

(9.80)

It should be noted here that the major source of noise at low frequencies is due to the opamp’s voltage noise, . 
To obtain the SNR for this circuit with a  input level, one can find the output signal mean-

squared value and relate that to the output noise value. Alternatively, one can find the equivalent input noise value
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390 Chapter 9 • Noise and Linearity Analysis and Modelling

by dividing the output noise value by the circuit’s gain and then relate the input signal and noise mean-squared
values. Taking the first approach results in an output signal level of , which gives an SNR of

(9.81)

Note here that using a lower-speed opamp would have reduced the total output noise, as would choosing an opamp
with a lower noise voltage. Also note that  contributes to the output noise through both its thermal noise and
the noise current of the opamp’s positive input. Since its only purpose is to improve the dc offset performance, 
should be eliminated in a low-noise circuit (assuming dc offset can be tolerated).

9.4.2 Bipolar Common-Emitter Example

In this example, we consider a bipolar common-emitter amplifier, as shown in Fig. 9.19. Here, we wish to find the
optimum bias current to minimize the equivalent input noise of this amplifier (i.e., maximize the signal-to-noise
ratio of the amplifier). 

We should state that it is assumed here that the collector-current shot noise dominates in the input voltage
noise source and the base-current shot noise dominates in the input current noise source. Therefore, the input volt-
age noise due to the transistor alone is given by

(9.82)

and the input current noise due to the transistor alone is given by

(9.83)

These assumptions are reasonable since usually 1/f noise is not important for bipolar transistors, and the collector
shot noise is usually not a major component of the input current noise source for wideband examples. Also,
although the base resistance has temporarily been ignored, it will be taken into account shortly by simply modify-
ing the size of the source resistance.

The first step is to replace the input current noise source by an input voltage noise source. First, note that the
gain from the base to the collector (ignoring the transistor output impedance, ) is equal to , and the imped-
ance looking into the base is . Therefore, the output noise due to  is given by

(9.84)
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Fig. 9.19 A bipolar common-emitter amplifier. 
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9.4 Noise Analysis Examples 391

Now the gain from the input voltage noise source to the output is given by

(9.85)

To represent the output noise due to the input current source by an equivalent input voltage source, we have

(9.86)

We can now replace all noise sources by a single voltage noise source, which includes the noise due to the
input voltage noise source and the input current noise source of the transistor, as well as the noise of the source
resistor. We have

(9.87)

The first two terms represent the noise of the transistor and the third term represents the noise of the source resis-
tance. Using (9.82), (9.83), and (9.86), we have

(9.88)

Substituting  and , we find

(9.89)

The noise of the transistor base resistor can now be included by replacing  with  to obtain

(9.90)

Alternatively, (9.90) can be expressed in terms of  as in [Buchwald, 1995]

(9.91)

These two equations are good approximations for most applications of bipolar common-emitter amplifiers. Notice
in (9.90), the first term models the transistor base-current shot noise and decreases with increased bias current.
However, the second term (which models the transistor collector shot noise) increases with increasing collector
bias current. Finally, the terms modelling the noise of the source resistor and the transistor base resistor are inde-
pendent of the transistor bias current. To find the optimum bias current, we differentiate (9.90) with respect to 
and set the result to zero. This yields the rather simple result of

(9.92)

or, equivalently,

(9.93)
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392 Chapter 9 • Noise and Linearity Analysis and Modelling

EXAMPLE 9.11

Consider the common-emitter amplifier shown in Fig. 9.19, where , , ,
, and the base resistance is given by . At room temperature, (i.e., ), find the opti-

mum bias current and the total equivalent input noise.

Solution
Using (9.92), we find

(9.94)

implying that 

(9.95)

To find the output noise spectral density, we now use (9.91) to find

(9.96)

Notice that the noise due to the source resistance dominates, even though the source resistance is moderately
small. Even for no source resistance, the thermal noise due to the base resistance would still dominate. Thus, for a
very low source resistance, the major way to improve the noise is to minimize the base resistance by using larger
transistors (or to combine a number of parallel transistors).

Assuming the RC time constant at the collector dominates the frequency response, the noise bandwidth of the
amplifier is given by

(9.97)

resulting in the total input-referred voltage noise given by

(9.98)

9.4.3 CMOS Differential Pair Example

In this example, we look at the input circuitry of a traditional two-stage CMOS opamp, as shown in Fig. 9.20. As
illustrated in Example 9.9, as long as the input stage of a two-stage opamp has some significant gain, it will domi-
nate the overall noise performance of the opamp. Note that each of the transistors have been modelled using an
equivalent voltage noise source, as presented in Fig. 9.11. Voltage noise sources are used here since we will be
addressing the low-frequency noise performance of this stage. It should be mentioned here that in the following
derivations, we have assumed matching between transistor pair  and  as well as in pair  and .

We start by finding the gains from each noise source to the output node, . The gains from  and  are
the same as the gains from the input signals, resulting in

(9.99)

where  is the output impedance seen at .
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9.4 Noise Analysis Examples 393

Next, for , notice that the current through this voltage source must be zero because one side is con-
nected to the gate of  only. Therefore, assuming all other sources are zero, the drain current is unaffected
by . This implies that the gate voltage of  is also unaffected by . Therefore, in the small-signal
model,  is equal to , and the gain from  to the output is the same as the gain from  to the out-
put. Thus, we have

(9.100)

Finally, the noise gain from  to the output can be found by noting that it modulates the bias current and
the fact that, due to the symmetry in the circuit, the drain of  will track that of . As a result, the last gain factor
is given by

(9.101)

Since this last gain factor is relatively small compared to the others, it will be ignored from here on.
Using the gain factors just shown, the output noise value is seen to be given by

(9.102)

This output noise value can be related back to an equivalent input noise value, , by dividing it by the gain,
, which results in

(9.103)

Thus, for the white noise portion of  and , we make the substitution

(9.104)

resulting in

(9.105)
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Fig. 9.20 A CMOS input stage for a traditional opamp with MOSFET noise sources shown.
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We see here that the noise contribution of both pairs of transistors is
inversely proportional to the transconductance of . In other wor ds,

 should be made as large as possible to minimize thermal noise .
Also,  should be made small to reduce its thermal noise contribution.
For a fixed bias current, , this suggests making  small and 
large. Increasing  also reduces the output signal swing available,
which may adversely effect the maximum SNR achievable in this circuit.
However, the signal swing at the output of the first stage in a two-stage
opamp is usually relatively small anyway.

Next, we consider the effects of 1/f, or flicker, noise, which normally greatly dominates at low frequencies.
First, make the following substitution into (9.103),

(9.106)

resulting in

(9.107)

Now, letting each of the noise sources have a spectral density given by

(9.108)

we have [Bertails, 1979]

(9.109)

Recall that the first term in (9.109) is due to the p-channel input transistors,  and , and the second term
is due to the n-channel loads,  and . We note some points for 1/f noise here:

1. For , the noise of the n-channel loads dominate since  and typically n-channel transistors
have larger 1/f noise than p-channel transistors (i.e., ).

2. Taking  longer greatly helps due to the inverse squared relationship in the second term of (9.109). This
limits the signal swings somewhat, but it may be a reasonable trade-off where low noise is important.

3. The input noise is independent of , and therefore we can make it large if large signal swing is desired
at the output (although this will increase the thermal noise of  and ).

4. Taking  wider also helps to minimize 1/f noise. (Doing so reduces thermal noise, as well.)
5. Taking  longer increases the noise because the second term in (9.109) is dominant. Specifically, this

decreases the input-referred noise of the p-channel input transistors, which are not the dominant noise
sources, while increasing the input-referred noise of the n-channel load transistors, which are the domi-
nant noise sources.

Finally, we can integrate (9.109) from  to  to find the equivalent input noise value given by

(9.110)

Key Point:  To minimize thermal 
noise in a CMOS differential 
amplifier, the input pair transcon-
ductance should be maximized. For 
a fixed drain current, that implies 
operation in weak inversion or 
even subthreshold.
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9.4 Noise Analysis Examples 395

9.4.4 Fiber-Optic Transimpedance Amplifier Example

The most popular means of detecting light from a fiber-optic cable is to use a transimpedance amplifier, as shown
in Fig. 9.21. The light from the fiber cable hits a photodetector, such as a reverse-biased diode. The light produces
electron hole carriers in the depletion region of the reverse-biased diode, causing current to flow through the resis-
tor, and therefore the output of the amplifier becomes positive. A popular choice for the first stage of the amplifier
is to use a common-source amplifier with a resistor load. In low-noise applications, an active load would be too
noisy. Assuming a CMOS transistor is used,7 the preamp can be modelled as shown in Fig. 9.22. The photodetector
is modelled as an input current source along with a parasitic capacitance, . Also shown in Fig. 9.22 are the two
major noise sources, namely the thermal current noise at the drain of  and the thermal noise from the feedback
resistor, . The 1/f noise of the transistor is ignored because it is assumed that the circuit is high speed, such that
thermal noise dominates. The second (and perhaps subsequent) stage is modelled by an amplifier that has a gain of

. The noise due to this second stage is also ignored since the noise sources in the second stage are not amplified
by the gain of the first stage.

A simplified small-signal model of this preamplifier, used for noise analysis, is shown in Fig. 9.23. The only
parasitic capacitance considered in the transistor model is , since the gain of the first stage is only moderate,

7. Fiber-optic preamps have also been realized using JFET transistors as well, but since their thermal noise model is identical to the 
noise model of the CMOS transistor, the analysis would be almost unchanged.

Fig. 9.21 A fiber-optic transresistance preamp.
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Fig. 9.22 A simplified model for a CMOS fiber-optic preamp.
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396 Chapter 9 • Noise and Linearity Analysis and Modelling

due to the resistor load, and therefore we can assume that  and  can be ignored. The transfer function from
 to the output is found by using nodal analysis to be

(9.111)

where  is the total voltage gain of the preamp and . It is also found that this is the
same transfer function from  to the output. Thus, the noise current source  can be replaced by an input cur-
rent noise source having a spectral density of . In a typical design, one would choose  as large as pos-
sible to limit this noise. However, this choice is constrained by the bandwidth requirements of passing the signal
frequencies. From (9.111), we have the –3-dB frequency of the amplifier, given by

(9.112)

For a given amplifier gain and detector capacitance,  is chosen using (9.112) to place the –3-dB frequency as
small as possible without substantially attenuating the signals. This makes the dominant node for determining sta-
bility the input node. The bandwidth of the second amplifier must be substantially greater than that of the input
node to guarantee stability. Unfortunately, this constraint greatly amplifies the thermal noise due to input transistor

, as we will see next.
The gain from the noise source  to the output is found by using nodal analysis to be

(9.113)

At low frequencies, this gain is approximately given by , whereas at high frequencies it is as much as 
times greater. Thus, the high-frequency output noise due to  is much greater than the low-frequency noise due
to . Furthermore, the only bandwidth limitation of this noise at high frequencies is due to the finite bandwidth
of the second amplifier, . From the discussion on compensation in Chapter 5, we know the second pole fre-
quency of the amplifier must be almost four times greater than the closed-loop –3-dB frequency when lead com-
pensation is not used.8

8. Lead compensation could possibly be achieved by placing a capacitor in parallel with .
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Fig. 9.23 A simplified small-signal model used for noise analysis.
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9.5 Dynamic Range Performance 397

Continuing, in order to refer the noise due to  back to the input, we use (9.111) and (9.113) to obtain

(9.114)

We use

(9.115)
and we add to this the input noise source that models the noise of the feedback resistor to obtain the total input-
referred noise, given by

(9.116)

Notice that the second term starts to quickly increase at a frequency of

(9.117)

which is a relatively low frequency.
Continuing, normally , and we have

(9.118)

Using the facts that

(9.119)

and that 

(9.120)

we can write (9.118) as

(9.121)

Normally,  is taken as large as possible given power-supply-voltage and power-dissipation constraints. The
only parameter left for the designer to choose is the width of the input transistor and, therefore, . It can be
shown (by differentiating the second term of (9.121) with respect to  and then setting the result to zero) that
the second term of (9.121) is minimized by the choice , in which case we have

(9.122)

9.5 DYNAMIC RANGE PERFORMANCE
Analog circuits generally have many different performance criteria that must be met so that overall system perfor-
mance meets specifications. Whereas noise limits the value of the smallest useful signals, linearity limits the value
of the largest useful signals that can occur in the circuit. Thus, we find that linearity and noise together determine
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the useful dynamic range of a circuit. It should be noted here that the dynamic range of integrated analog circuits
is often a crucial measure since its value is often low and can seriously impair system performance.

9.5.1 Total Harmonic Distortion (THD)

If a sinusoidal waveform is applied to a linear time-invariant system, it is well known that the output will also be a
sinusoidal waveform at the same frequency, but possibly with different magnitude and phase values. However, if the
same input is applied to a nonlinear system, the output signal will have frequency components at harmonics of the
input waveform, including the fundamental (or first) harmonic. For example, if a 1-MHz sinusoidal input signal is
used, the output signal will have power at the fundamental, 1 MHz, as well as at the harmonic frequencies, 2 MHz,
3 MHz, 4 MHz, and so on. 

Specifically, consider a nonlinear system9 with an input signal, , and an output signal, . The output
signal can be written as a Taylor series expansion of the input signal:

(9.123)

Here, the linear term is , whereas , , and  characterize the second-, third-, and fourth-order distortion
terms, respectively. In fully differential circuits, all even terms (i.e.,  and ) are small, so typically  domi-
nates and we approximate  as

(9.124)

If  is a sinusoidal signal given by
(9.125)

the output signal can be shown to be approximated by

(9.126)

where we see a fundamental term and a third-harmonic term. Defining  and  to be the amplitudes of the
fundamental and third-harmonic terms, respectively, we can write

(9.127)

Since, typically, , one usually approximates the linear component of the output signal as
(9.128)

and the third-harmonic term as

(9.129)

Finally, we see that the third-order distortion term results in power at the third harmonic frequency and the ratio of
 is defined as the third-order harmonic distortion ratio, given by

(9.130)

The total harmonic distortion (THD) of a signal is defined to be the ratio of the total power of all second and
higher harmonic components to the power of the fundamental for that signal. In units of dB, THD is found using

9. We assume here that the nonlinear system is memoryless and time invariant. Unfortunately, circuits are not memoryless, and a Volt-
erra series should be used; however, this assumption simplifies the analysis and usually results in good approximations for 
distortion figures.
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9.5 Dynamic Range Performance 399

the following relation:

(9.131)

Sometimes THD is presented as a percentage value. In this case,

% (9.132)

For example, a 0.1-percent THD value implies that the amplitude of the fundamental is 1,000 times larger than the
amplitude of the harmonic components. This 0.1-percent THD value is equivalent to a value of –60 dB THD. It
should also be noted that the THD value is almost always a function of the amplitude of the input (or output) sig-
nal level, and thus the corresponding signal amplitude must also be reported. Also, for practical reasons, typically
the power of only the first few harmonics (say, the first 5) are included since the distortion components usually fall
off quickly for higher harmonics.

The total harmonic distortion of a circuit deteriorates as the applied signal amplitudes are increased. This is
intuitive since we regularly employ linear circuit models for the analysis of small signals. For example, in the case
of a fully-differential circuit where the dominant distortion is , the total harmonic distortion is approximately
equal to , which in (9.130) is shown to be proportional the input amplitude squared, .

One difficulty with the use of THD in reporting circuit performance is
that often the harmonic components fall outside of the circuit’s usable
bandwidth, and thus the THD value is falsely improved. For example, if a
21-MHz low-pass filter is being tested, then a 5-MHz input signal results in
the 10-MHz, 15-MHz, and 20-MHz components falling within the pass-
band, whereas higher distortion components will be attenuated by the filter.
However, circuit linearity is often worse when higher input signal frequen-
cies are applied due to nonlinear capacitances or, worse, nonlinear signal
cancellation. Thus, it is useful to measure circuit linearity with input signals
near the upper edge of the passband. Unfortunately, if a 20-MHz input signal is applied to the example low-pass fil-
ter, the second and higher harmonic components lie in the stopband and the THD value will indicate much better lin-
earity than would occur for a practical application. Moreover, the testing of a narrowband filter always has this THD
measurement difficulty since the use of an input frequency in the passband will result in harmonics that will certainly
be attenuated by the filter’s stopband. In summary, a THD measurement is straightforward to perform but does not
work well in the important test of high-frequency signals near the upper passband limit of the circuit. Fortunately, as
we will see next, one can use intermodulation tests to measure circuit linearity near the upper passband edge.

EXAMPLE 9.12

Calculate the THD value of a signal in which the fundamental component is at 1 MHz and has a power level of
–10 dBm, and the only significant harmonics are the first three above the fundamental. These harmonics, at
2 MHz, 3 MHz, and 4 MHz, are measured to have power levels of –53 dBm, –50 dBm, and –56 dBm,
respectively.

Solution
Recalling that 0 dBm refers to a 1-mW signal, then the power of the fundamental component is 100 μW, whereas
the power of the first three harmonics are 5 nW, 10 nW, and 2.5 nW, respectively. Thus, the total power of the har-
monics is equal to 

(9.133)
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As a result, the THD is calculated to be

(9.134)

9.5.2 Third-Order Intercept Point (IP3)

Here, we introduce the concept of the third-order intercept point (IP3) as a measure for the third-order distortion
component [Carson, 1990]. Unfortunately, as just noted, distortion terms for a single sinusoidal input often lie out-
side of a circuit’s bandwidth, and thus we resort to an intermodulation test to move the distortion term back near
the frequency of the input signals. We focus here on third-order distortion since, for fully differential circuits, the
even-order distortion components are ideally zero and, thus, third-order distortion typically dominates. However,
in cases where second-order distortion dominates, a similar concept is also possible and is referred to as the sec-
ond-order intercept point (IP2).

Consider an intermodulation test, where the input signal consists of two equally sized sinusoidal signals and
is written as

(9.135)
Presuming the input–output relationship of (9.123), the output signal can be shown to be approximated by

(9.136)

where  is defined to be the difference between the input frequencies (i.e., ) which we assume to be
small. Here, we see that the first line of (9.136) is the fundamental components, the second line shows the levels at
three times the fundamentals, the third line also describes distortion at nearly three times the fundamentals, and the
fourth line describes the distortion levels at two new frequencies that are close to the input frequencies (slightly
below  and slightly above ). As a result, for a narrowband or low-pass circuit, these two new distortion compo-
nents (due to third-order distortion) fall in the passband and can be used to predict the third-order distortion term.

Using the same notation as in the harmonic distortion case, we have the intermodulation distortion levels
given by

(9.137)
and

(9.138)

The ratio of these two is the third-order intermodulation value, given by

(9.139)
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9.5 Dynamic Range Performance 401

From (9.137) and (9.138), note that, as the amplitude of the input signal, , is increased, the level of the fun-
damental rises linearly, whereas the  rises in a cubic fashion. For example, if  is increased by , then 
also increases by  while  increases by . Thus, when the fundamental and intermodulation levels are
plotted in a dB scale against the signal amplitude, , the two curves are linear, but with different slopes, as shown
in Fig. 9.24. The third-order intercept point is defined to be the intersection of these two lines. Note, however, that
as the signal amplitude rises, the linear relationships of  and  are no longer obeyed due to the large amount
of nonlinearities violating some of our original assumptions. For example, in (9.136), we ignored the cubic 
term in estimating the fundamental level, . Also, other distortion terms that were ignored now become impor-
tant. As a result, it is impossible to directly measure the third-order intercept point, and thus it must be extrapo-
lated from the measured data. The third-order intercept point results in two values—  and , which are
related to the input and output levels, respectively. If the linear gain term, , is unity (or, equivalently, 0 dB), then

. However, if  is not unity, one must be careful to state which of the two intercept points is being
reported. 

Knowledge of the third-order intercept point is quite useful in determining what signal level should be chosen
to achieve a desired intermodulation ratio, . Specifically, we see from (9.139) that  improves by 2 dB for
every 1 dB of signal level decrease (since it is related to ) and that  is defined to be the  point where

 dB. Thus, we have the simple relationship (all in decibels)

(9.140)

A
ID3 A 1 dB ID1

1 dB ID3 3 dB
A

Fig. 9.24 Graphical illustration of the third-order intercept-point.  and  are the input and 
output third-order intercept points, respectively. They cannot be measured directly due to compres-
sion of the fundamental and intermodulation products at high-power levels.
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EXAMPLE 9.13

If , what output-signal level should be used such that the third-order intermodulation products
are  below the fundamental?

Solution
Using (9.140) with , we have

(9.141)

Thus, an output level of  should be used.

9.5.3 Spurious-Free Dynamic Range (SFDR)

Spurious-free dynamic range (SFDR) is defined to be the signal-to-noise ratio when the power of the distortion
equals the noise power. In an intermodulation test, the third order intermodulation products are the dominant dis-
tortion. In Fig. 9.25, the circuit’s total output noise power is shown along the vertical axis as . If a low enough
signal level is used,  will be well below the noise floor. However, since  rises 3 dB for every 1 dB of signal-
level increase, there will soon be a point where  is equal to the noise power. As the figure shows, SFDR is
defined to be the output SNR ratio when  is equal to . Alternatively, one can measure SFDR using the input-
signal levels as the difference between the level that results in  and the level  that results in a funda-
mental output level equal to .
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Fig. 9.25 Graphical illustration of spurious-free dynamic range (SFDR).

(dBm)

ID1

ID3

Third-order

IIP3

intercept point
OIP3

a1–

(dBm)

Input level A

No

(Noise floor)

SFDR

SFDR

ANo

ID1*

ID3*

No

ID3 ID3

ID3

ID3 No

ID3 No= ANo

No

c09.fm  Page 402  Monday, October 24, 2011  8:58 AM



9.5 Dynamic Range Performance 403

To find a formula relating SFDR, , and  (all in dB units), we first note that

(9.142)

where  and  refer to the output and distortion levels when , as shown in Fig. 9.25. Since the units
are assumed to be in dB, we also have, from (9.139),

(9.143)

Using (9.140), we have

(9.144)

and substituting in  from (9.142) and rearranging, we have

(9.145)

EXAMPLE 9.14

At an input-signal level of 0 dBm, an intermodulation ratio of  was measured in a circuit with a gain of 2
dB. Calculate the value of the input and output third-order intercept points. What input-signal level should be
applied if one wants an intermodulation ratio of ? If the noise power at the output is measured to be

, what is the expected SFDR, and what output-signal level does it correspond to?

Solution
With an input level of  and a gain of , the output level is  with a measured value of

. Using (9.140), we have

(9.146)

whereas the  is  lower (i.e., ).
For signal levels corresponding to an intermodulation of , we have

(9.147)

However, this value is the level of the output signal, so the input signal should be  lower or, equivalently, the
input-signal level should be at . Note that this result could have been obtained more directly by noting
that a  improvement in distortion was desired, implying that the signal level should be decreased by

.
Finally, we use (9.145) to find

(9.148)

from which the output level is given by

(9.149)
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Thus, when the output level is at , the third-order intermodulation power equals the noise power. If the
output level is increased, the distortion products will increase and limit the dynamic-range performance. However,
if the output level is decreased, the distortion products will be buried below the noise floor, and the noise will limit
dynamic-range performance. Therefore, optimum dynamic-range performance is obtained at an output level of

. However, note that the dynamic-range performance is actually  below the SFDR value since the
dynamic range is based on the ratio of the signal power to the distortion plus the noise power (which are both
equal at this point).

9.5.4 Signal-to-Noise and Distortion Ratio (SNDR)

The signal-to-noise and distortion ratio (SNDR) of a signal is defined as the ratio of the signal power to the total
power in all noise and distortion components. Usually measured with a single-tone input, the signal power is the
amplitude of the fundamental, and the distortion includes all harmonics.

(9.150)

Unlike SFDR, SNDR is a function of signal amplitude. For small signal power levels, the harmonics are neg-
ligible relative to the noise, and the SNDR is well approximated by the SNR, . In this
circumstance, assuming the noise power remains constant as the signal power varies, we see an increasing

 with increasing signal power. By contrast, at high signal power levels the harmonic distortion terms dom-
inate the denominator of (9.150), at which point SNDR is approximately equal to ,

. Since harmonic power levels increase faster than the fundamental
power, SNDR decreases at high signal powers. Hence, SNDR varies with signal amplitude as shown in Fig. 9.26.
SNDR is maximized at a particular input amplitude. The maximal value  is, like SFDR, a useful metric
for quantifying the dynamic range of a circuit.
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Fig. 9.26 Variation of SNDR with signal amplitude in an analog circuit.
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9.6 KEY POINTS
• This chapter focuses on noise inherent to the physical operation of electronic components, not noise from out-

side interferences. Such noise sources are generally zero-mean. [p. 363]
• Although the instantaneous value of a noise voltage or current cannot be determined by analysis, the rms value

obtained by time-averaging its square provides a normalized measure of the noise signal’s power. [p. 364]
• SNR is the ratio of signal power to noise power, both normalized to the same impedance and expressed in dB.

[p. 365]
• Units of dBm express an average power level on a logarithmic scale normalized to 1 mW, so that 1 mW is 0

dBm and 0.1 mW is 10 dBm. Rms voltages or currents are also sometimes expressed in dBm by assuming that
they are applied to some agreed-upon reference load, usually either 50 or 75 Ohms. [p. 365]

• The power of independent (uncorrelated) noise sources superimpose linearly, which means their voltages and
currents superimpose in a root-sum-of-squares fashion. As a result, to lower overall noise, one must focus on the
largest noise contributors. [p. 366]

• The mean square value of a noise signal is the integral of its spectral density over all frequencies. [p. 369]
• The frequency-domain representation of a noise signal is its spectral density: the average normalized power that

may be measured within a 1-Hz bandwidth. [p. 368]
• White noise has a spectral density that is constant over all frequencies. [p. 369]
• Flicker noise, or 1/f-noise, has a spectral density proportional to 1/f. Hence, it falls off at –10 dB/decade.

[p. 370]
• Uncorrelated noise signals remain uncorrelated, even when filtered by a circuit’s magnitude response. [p. 372]
• Passing a noise signal through a circuit shapes its root spectral density by the circuit’s magnitude response. [p. 372]
• The noise bandwidth of a given filter is equal to the frequency span of a brick-wall filter that has the same rms

output noise as the given filter has when white noise is applied to both filters, assuming the same peak gain for
both filters. [p. 373]

• The noise bandwidth of a first-order lowpass filter is π/2 times the filter’s –3dB bandwidth. [p. 375]
• To determine the frequency region or regions that contribute the dominant noise, lower a 1/f noise line until it

touches the spectral density curve. The total noise can be approximated by the noise in the vicinity of the 1/f
line. [p. 377]

• Resistors exhibit thermal noise modeled either by a voltage source in series with the resistor having a white
noise spectral density 4kTR, or a Norton equivalent current source having a white noise spectral density 4kT/R.
[p. 378]

• Diodes exhibit shot noise modeled by a current source having a white noise spectral density 2qID. [p. 378]
• At low frequencies, 1/f noise is dominant in MOSFET circuits. It is minimized by using large gate areas and p-

channel transistors wherever possible. [p. 380]
• Bipolar transistor noise is typically dominated by the thermal noise of the series base resistance, and shot noise

in the base-current junction. [p. 380]
• MOSFET thermal noise is simply that of a resistor with value rds when in triode. In active mode, thermal noise

is modeled by a white current noise source between drain and source with spectral density 8kTgm/3, for a long
channel device, and somewhat higher for short-channel devices. [p. 381]

• In a circuit comprising only capacitors and resistors (including triode MOSFETs) but no active devices, the
squared rms noise on each capacitor is kT/C. [p. 383]

• The input-referred noise of a circuit, if applied to the input of a noiseless copy of the circuit, results in the exact
same output noise as when all of the circuit’s noise sources were present. It is found by dividing the observed
output noise by the gain of the circuit. [p. 384]
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• The input-referred noise of a circuit, if applied to the input of a noiseless copy of the circuit, results in the exact
same output noise as when all of the circuit’s noise sources were present. It is found by dividing the observed
output noise by the gain of the circuit. [p. 384]

• Sampling an analog voltage on a capacitor captures both the signal component and noise with a mean-square
value of kT/C, assuming a purely passive sampling network. [p. 384]

• The noise performance of a circuit at a particular frequency is usually reported as its input-referred noise spec-
trum, equal to the circuit’s output noise spectrum divided by its magnitude response, or equivalently by its noise
figure. [p. 387]

• To minimize thermal noise in a CMOS differential amplifier, the input pair transconductance should be maxi-
mized. For a fixed drain current, that implies operation in weak inversion or even subthreshold. [p. 394]
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9.8 PROBLEMS
Unless otherwise stated, assume dBm values are referenced to .

9.8.1 Section 9.1: Time-Domain Analysis

9.1 If a signal is measured to have  volts, what is the difference in dB if it is expressed in dBm referenced to 
 as opposed to being referenced to ?

9.2 A sinusoidal signal of 150 mV rms is in series with a noise voltage.
a. If the noise voltage is 1 mV rms, what is the signal to noise ratio expressed in dB?
b. If a SNR of 70 dB is desired, how small must the noise voltage be made?

9.3 A noise current has a power of –30 dBm referenced to a  load. What is its rms value in Amperes?
9.4 What signal level is required, in , to achieve a SNR of 62 dB in the presence of  noise?
9.5 Consider the sum of two noise sources of values  and . Find the total noise power in dBm for 

the cases in which the two noise sources are (a) uncorrelated, (b) , (c) , and (d) .

50 Ω

V(rms)

50 Ω 75 Ω

50 Ω
V rms( ) 35 dBm–

20 dBm– 23 dBm–
C 0.3= C +1= C –1=
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9.8.2 Section 9.2: Frequency-Domain Analysis

9.6 The output noise of a circuit is measured to be  around  when a resolution bandwidth of 
 is used. What is the expected dBm measurement if a resolution bandwidth of  is used? Find the root 

spectral density in .
9.7 At , a low-frequency measurement has a noise value of  when a resolution bandwidth of  

is used. Assuming 1/f noise dominates, what would be the expected noise value (in dBm) over the band from 
 to ?

9.8 Using the 1/f tangent principle, estimate the total noise above 0.1 Hz for the spectral density shown in Fig. 9.3.
9.9 Consider a bandpass amplifier that has equivalent input noise root spectral density and amplifier response, as 

shown in Fig. P9.9. Sketch the root spectral density for the output signal. Estimate the total output rms noise value 
by applying the 1/f tangent principle.

9.10 Consider the noise root spectral density of the signal shown in Fig. P9.10. Find the total rms noise value using a 
graphical approach for 0.01 to  Hz. Compare your result with that obtained when using the 1/f tangent principle.
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408 Chapter 9 • Noise and Linearity Analysis and Modelling

9.11 The plot in Fig. P9.11 is obtained from a spectrum analyzer showing the spectrum of a sinusoidal signal in noise 
with a resolution bandwidth of 10 kHz.

a. Find the spectral density of the white noise component, , in .
b. Estimate the coefficient for the 1/f noise component, .
c. Find the 1/f noise corner frequency.
d. What is the total integrated noise power from 10 Hz to 1 MHz expressed in both  and dBm referenced to

?
e. Find the SNR considering all noise from 10 Hz to 1 MHz.
f. Sketch the spectral plot that would be obtained if the resolution bandwidth was decreased to 1 kHz.

9.12 Repeat Problem 9.11 for the plot in Fig. P9.12.
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9.8 Problems 409

9.13 We saw in equation (9.41) that the noise bandwidth of a first-order, low-pass filter is . Show that the noise 
bandwidth of a second-order, low-pass filter given by

is equal to .

9.8.3 Section 9.3: Noise Models for Circuit Elements

9.14 Show that, when two resistors of values  and  are in series, their noise model is the same as a single resis-
tance of value . Repeat the problem for parallel resistances.

9.15 Sketch the spectral density of voltage noise across a 100-pF capacitor when it is in parallel with a  resistor. 
Make another sketch for the same capacitor but with a  resistance in parallel. What can you say about the 
area under the curves of the two sketches?

9.16 In Fig. P9.16  is a  sinusoid. Find the SNR at  as a function 
of the frequency of . 

9.17 Consider the circuit shown in Fig. P9.17, where the opamp has a unity-
gain frequency of  and equivalent input voltage and current noise 
sources of  and , respec-
tively. Estimate the total rms noise voltage at . 

9.18 Assuming an ideal noiseless opamp, find the noise level at  and  for the opamp circuit shown in Fig. P9.18. 
By what factor is the noise value at  larger (or smaller) than ? How do you account for this increase 
(or decrease)? Also explain why the noise value at  is smaller than .
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410 Chapter 9 • Noise and Linearity Analysis and Modelling

9.19 Consider an inductor of value  and an arbitrary resistor in parallel, as shown in Fig. 
P9.19. Show that the current noise, , has a noise value given by

9.20 The two circuits shown in Fig. P9.20 realize a first-order, low-pass transfer function from 
Vi to Vo. Assume the opamps are ideal and noiseless.
a. Show that the two circuits have the same input–output transfer function.
b. Estimate the total output noise for circuit I, using only dominant noise sources.
c. Repeat (b) for circuit II.

9.21 Modify circuit I in Fig. P9.20 such that the new circuit has the same transfer function but uses an 80-pF capacitor 
instead of an 80-nF capacitor. If the opamp is ideal and noiseless, what is the new total output noise?

9.22 Consider the two bipolar current mirrors shown in Fig. P9.22, where  is a  bias current plus a 
 signal current. Assuming that the base resistance for each transistor is  and dominates 

the output noise, estimate the resulting SNR (in dB) for the two current mirrors over a 50-MHz bandwidth (also 
assume the output noise is white).

Fig. P9.19

R L

ino t( )L
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Ino rms( )
2 kT
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-------=

Fig. P9.20
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9.8 Problems 411

9.23 Consider the NMOS current mirror depicted in Fig. P9.23. You may assume that 
 is in active mode, and that the load connected to  has a much lower 

impedance than the mirror’s output impedance. Find an expression for the cur-
rent noise spectral density that appears superimposed upon the dc current  in 
terms of the value of C and all device and small-signal model parameters for  
and . (You may neglect all other parasitic capacitors in the circuit.)

9.24 In the common-source amplifier of Fig. P9.24,  and  is in 
active mode with . Using the device param-
eters for the  technology in Table 1.5 and assuming :
a. Sketch the voltage noise spectral density at .
b. Find the total rms voltage noise at .

9.25 Repeat Problem 9.24 but this time use device parameters for the  
technology in Table 1.5 and assume  with 

.

9.26 Select  and  in Fig. P9.26 so that the circuit has a 
3-dB bandwidth of 50 MHz and a SNR of 45 dB is observed 
at  when . 
Use the device parameters for the  technology in 
Table 1.5 and assume .

9.8.3 Section 9.4: Noise Analysis Examples

9.27 Estimate the total output noise rms value for a low-pass filter, 
as shown in Fig. 9.18, when , , 

, and . Also, find the SNR for an input sig-
nal equal to  Assume that the noise voltage of 
the opamp is given by  that both its noise currents are  and that its 
unity-gain frequency equals .

9.28 Consider the CMOS differential input stage shown in Fig. 9.20, where  supplies a bias current of , 
resulting in  and  Find the equivalent input noise spectral 
density associated with thermal noise. If the bias current is doubled, how does the equivalent input noise density 
change?

9.8.4 Section 9.5: Dynamic Range Performance

9.29 Calculate the percentage THD value of a signal in which the fundamental component is at  and has a volt-
age level of , and the only significant harmonics are the first three above the fundamental. These harmonics, 
at , , and , are measured to have voltage levels of , , and , 
respectively.
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412 Chapter 9 • Noise and Linearity Analysis and Modelling

9.30 If a circuit is measured to have  and has a gain of , what output-signal level should be used 
such that the third-order intermodulation products are  below the fundamental?

9.31 At an input-signal level of , an intermodulation ratio of  was measured in a filter with a gain of 
6 dB. Calculate the value of the input and output third-order intercept points. What input-signal level should be 
applied if we want an intermodulation ratio of ? If the noise power at the output is measured to be 

, what is the expected SFDR and what output-signal level does it correspond to?
9.32 An analog circuit has an input-output relationship governed by

The circuit has a total output noise of . Find . At what input amplitude is 
achieved?

IIP3 10 dBm= 6 dB
60 dB

4 dBm– 40 dB–

50 dB–
60 dBm–

vout 10vin 0.02vin
3+=

No 20 μVrms= SNDRmax SNDRmax
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C H A P T E R

10

413

Comparators

Perhaps the second most widely used electronic components (after amplifiers) are comparators. A comparator is
used to detect whether a signal is greater or smaller than zero, or to compare the size of one signal to another. As
we will see in Chapter 17, comparators are used in large abundance in A/D converters. They also find widespread
use in many other applications, such as data transmission, switching power regulators, and others. In this chapter,
we look at comparator design and practical limitations, where a number of different approaches are discussed.
First, we examine a simplistic approach of using an open-loop opamp for a comparator. Although this approach is
too slow for practical applications, it is a good example to use when we discuss several design principles for min-
imizing input-offset voltage and charge-injection errors. A number of other approaches are also described, such as
multiple-stage comparators, positive-feedback track-and-latch comparators, and fully differential comparators.
Finally, examples of both CMOS and bipolar comparator circuits are also described.

10.1 COMPARATOR SPECIFICATIONS
10.1.1 Input Offset and Noise

The input offset of a comparator is the input voltage at which its output changes
from one logic level to the other (neglecting noise). In an ideal comparator, this
value would be zero. In a practical comparator, input offset might be caused by
device mismatches (Chapter 2) or might be inherent in the design of the comparator.

Random circuit noise can cause the output of a comparator to change from
one logic state to the other, even when the comparator input is held constant.
Hence, in order to measure the input-offset voltage in the presence of circuit
noise, one would look for the input voltage that results in the output state of the
comparator being high and low with equal likelihood. The input-referred noise is then observed by changing the
input around this value and observing how the output statistics vary as a function of the input voltage around this
dc offset.

EXAMPLE 10.1

The output of a comparator is observed while slowly sweeping the input over the range −10 mV to +10 mV.
The fraction of time that the comparator output is high is plotted as a function of the input voltage in

Key Point:  The input offset 
of a comparator is the input 
at which the output is equally 
likely to be high or low. Noise 
determines how the output 
statistics vary as a function 
of input.
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414 Chapter 10 • Comparators

Fig. 10.1. Estimate the comparator’s input offset and noise. For this comparator, what is the smallest input
that can be resolved with an error rate of ?

Solution
The plot in Fig. 10.1 is recognized as a normal distribution. At an input of 3 mV, the comparator output is equally
likely to be high or low; hence, the comparator’s input offset is 3 mV. The 90% confidence interval for a normal
distribution is at 1.2816 times its standard deviation (rms) value. In Fig. 10.1, this occurs at an input of 4.28 mV,
implying an rms input noise of

For an error rate of , the input must exceed the input offset by 7.0344 times the rms noise level. Hence, for a
high output logic level the required input voltage is . For a low output logic level,
the input must be below −4 mV.

10.1.2 Hysteresis

Many comparator designs have an input threshold that is dependent upon the past
state of the comparator. Specifically, most comparators have a tendency to remain
in their past state. For example, when a comparator’s output is at a high logic level,
it might remain so for input voltages as low as −20 mV, but when that same com-
parator’s output is at a low logic level an input voltage of +20 mV might be
required to cause the input to change to a high logic level. The comparator’s “mem-
ory” results from charge stored on the its internal capacitances, and is referred to as

hysteresis. Generally, hysteresis is a nonideality in comparators that should be minimized, usually by ensuring all
internal capacitances are completely discharged periodically. However, in some applications hysteresis may be used
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Key Point:  Hysteresis is 
“memory” in a comparator 
that tends to make it remain in 
its past output state, usually 
due to charge retained on 
internal circuit capacitances.
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10.2 Using an Opamp for a Comparator 415

to advantage. For example, if the comparator is to be operated with near-zero input for long periods of time, some
hysteresis will prevent the comparator’s output from toggling back and forth between high and low logic levels due
to noise.

10.2 USING AN OPAMP FOR A COMPARATOR
A simplistic approach for realizing a comparator is to use an open-loop opamp, as shown in Fig. 10.2. The main
drawback to this approach is the slow response time since the opamp output has to slew a large amount of output
voltage and settles too slowly. However, temporarily ignoring this slow response time, we will first investigate its
input offset voltage.

The simplistic opamp approach shown in Fig. 10.2 has a resolution limited to the input-offset voltage of the
opamp. This offset might be on the order of 2 mV to 5 mV for typical MOS processes, which is inadequate for
many applications. An alternative architecture that can resolve signals with accuracies much less than the input-
offset voltages of opamps is shown in Fig. 10.3 [McCreary, 1975; Yee, 1978]. Although this circuit has been used
many times in early analog-to-digital converters, as we will see, it is not preferable nowadays. However, it is a
simple example that can be used to illustrate many important design principles. The circuit of Fig. 10.3 operates as
follows: During , known as the reset phase, the bottom plate1 of the capacitor C (i.e., the left side of capacitor C)
is connected to ground, and the top plate is connected to the inverting input of the opamp. At the same time, the
output of the opamp is also connected to the inverting input of the opamp by closing switch . Assuming the
opamp is ideal, this connection causes the capacitor to be charged to zero volts. Next, during the comparison
phase, the reset switch, , is turned off, and the bottom plate of the capacitor is connected to the input voltage.
The opamp is now in an open-loop configuration. If the input signal is greater than zero, the output of the opamp
swings to a large negative voltage. If the input signal is less than zero, the output of the opamp swings to a large
positive voltage. These two cases are easily resolved and the decision can be stored using a simple digital latch.

1. The bottom plate of a capacitor has significant parasitic capacitance between it and ground. Therefore, it is almost always connected 
to the less sensitive input side rather than to the critical amplifier side (see Chapter 14).

Vin Vout

Fig. 10.2 A simplistic approach of using an open-loop 
opamp for a comparator.

φ1a

Sr

Vout

φ2 C

Vin

φ1 Bottom plate

Fig. 10.3 Cancelling the offset voltage of a comparator—the comparator here must be stable, 
with unity-gain feedback during . (  is a slightly advanced version of  so that charge-
injection effects are reduced.)

φ1a φ1a φ1

φ1

Sr

Sr
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416 Chapter 10 • Comparators

The limitations of this approach become apparent when one considers nonideal opamps, which have finite
gains and require compensation to be stable during the reset phase.

EXAMPLE 10.2

Consider the case in which a 0.2-mV signal must be resolved using the circuit shown in Fig. 10.3, where the
opamp’s output should be . Assuming the opamp’s unity-gain frequency is , find the maximum
clocking rate of the comparator circuit if reset and comparison phases are equal and if six time constants are
allowed for settling.

Solution
After the comparison phase, the output of the opamp should have a  difference between the cases in
which the input signal is either  or  mV.2 As a result, the opamp gain must be at least

. By assuming that the dominant-pole compensation is used to guarantee stability during the
reset phase, we obtain an open-loop transfer function for the opamp similar to that shown in Fig. 10.4.
Here, the  frequency of the opamp is given by

(10.1)

During the comparison phase, the output of the opamp will have a transient response similar to that of a first-order
system that has a time constant given by

(10.2)

If six time constants are allowed for settling during the comparison phase, then approximately 1 ms is needed for
the comparison phase. Assuming the reset time is the same as the comparison time, the clock frequency can be no
greater than —a frequency that is much too slow for most applications.

2. This assumes that  power supplies are being used and that digital output values are the same as the power-supply voltages, as 
is typical for CMOS. If a single power supply voltage of 2 V is used, then analog ground can be considered to be at 1 V.
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Fig. 10.4 The open-loop transfer function of the opamp used to realize the comparator.
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10.2 Using an Opamp for a Comparator 417

One possibility for speeding up the comparison time is to disconnect the
compensation capacitor during the comparison phase. For example, a simpli-
fied opamp schematic is shown in Fig. 10.5. In this opamp, transistor Q1 is used
to achieve lead compensation when it is on during the reset phase, . During
the comparison phase, Q1 is turned off, which disconnects the compensation
capacitor, , thereby greatly speeding up the opamp during this phase. Using
this technique, it is possible to use clock frequencies ten to fifty times greater
than would otherwise be the case—perhaps as high as 25 or 50 kHz in our
example. If this is adequate, then the approach is reasonable. Unfortunately, this often isn’t adequate, and other
approaches, to be described shortly, are necessary.

One superior aspect of the approach just described is that the input capacitor,  in Fig. 10.3, is never charged
or discharged during operation. Specifically, in phase , C is always charged to 0 V. In phase , the top plate,
connected to the inverting input of the opamp, is open-circuited at that time (assuming the parasitic capacitors are
ignored), and the voltage across capacitor  remains at 0 V (in other words, the top-plate voltage follows ).
This approach greatly minimizes the charge required from the input when  changes. If the switches attached to
the bottom plate had their phases interchanged, then the comparison operation would be noninverting, but now
capacitor  must be charged or discharged during the reset phase since the bottom plate follows , whereas the
top plate remains at virtual ground. Normally, we like to use a reasonably large input capacitor to minimize clock-
feedthrough effects (described in Section 10.3). This charging/discharging requirement puts severe constraints on
the input signal source, and, thus, the clock phasing shown in Fig. 10.3 should be used. Besides, it is usually pos-
sible to tolerate an inverting comparison since it can be made noninverting through the use of a digital inversion
somewhere else in the system.

10.2.1 Input-Offset Voltage Errors

In switched-capacitor comparators, such as that shown in Fig. 10.3, input
offset is not a problem since it is stored across the capacitor during the reset
phase, and then the error is cancelled during the comparison phase. To
appreciate this cancellation, assume the opamp has an input-offset voltage
error that is modelled as a voltage source in series with one of the opamp’s
inputs. The circuit configuration during the reset phase is shown in

Key Point:  Regular opamps are 
compensated to ensure stability 
in closed-loop configurations, 
resulting in a low 3-dB band-
width and, hence, very slow set-
tling if used open-loop as a 
comparator.

Cc

Vout

V+
inV–

in φ1

Q1

Fig. 10.5 An opamp that has its compensation capacitor disconnected during the 
comparison phase.

φ1

CC

C
φ1 φ2

C Vin

Vin

C Vin

Key Point:  An input capacitor is 
sometimes used to sample the input 
offset voltage of a comparator dur-
ing a reset phase, and then subtract 
it from the input during the compar-
ison phase.

c10.fm  Page 417  Monday, October 24, 2011  9:14 AM



418 Chapter 10 • Comparators

Fig. 10.6(a). Assuming the opamp gain is very large, then the inverting input of the opamp is at the voltage ,
which implies that the input capacitor is charged to  during this phase. Next, during , as shown in Fig.
10.6(b), the left side of capacitor  is connected to the input voltage. The right side of the capacitor has a voltage
given by , which results in the comparator output becoming negative if  is greater than zero or posi-
tive if  is less than zero, regardless of the value of . Furthermore, notice that very low-frequency input-
referred noise is indistinguishable from input-offset, and hence is cancelled along with . Therefore, not only
does this technique eliminate input-offset voltage errors, but it also minimizes errors caused by low-frequency 1/f
noise, which can be large in CMOS microcircuits.

10.3 CHARGE-INJECTION ERRORS
Perhaps the major limitation on the resolution of comparators is due to what is referred to as charge-injection, also
commonly called clock feedthrough. This error is due to unwanted charges being injected into the circuit when the
transistors turn off. For the comparator in Fig. 10.3, the switches are normally realized by either -channel
transistors alone or CMOS transmission gates (which consist of -channel transistors in parallel with -channel
transistors, both of which must turn off). When MOS switches are on, they operate in the triode region and have
zero volts between their drain and their source. When MOS switches turn off, charge errors occur by two
mechanisms. The first is due to the channel charge, which must flow out from the channel region of the transistor
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Voff

During φ2
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Voff

Vin

Vin + Voff

Voff
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Fig. 10.6 The circuit configuration (a) during the reset phase, and (b) during the comparison 
phase, assuming the opamp has an input-offset voltage given by .Voff
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10.3 Charge-Injection Errors 419

to the drain and the source junctions.3 The channel charge of a transistor that has zero  is given by

(10.3)

This charge often dominates. The second charge (typically smaller, unless  is very small) is due to the overlap
capacitance between the gate and the junctions.

Figure 10.7 shows the comparator of Fig. 10.3, where the switches have been realized as -channel transis-
tors. Also shown in Fig. 10.7 are the parasitic capacitances due to gate-drain and gate-source overlap capacitors.
Finally, although it is not shown in Fig. 10.7, one should remember to include the channel charge dispersion of
any transistors that change from being on to off.4 In the circuit shown, all transistors are -channel, implying that
the channel charge is negative.

Consider first when  turns off. If the clock waveform is very fast, the channel charge due to  will flow
equally out through both junctions [Shieh, 1987]. The  charge that goes to the output node of the opamp
will have very little effect other than causing a temporary glitch. However, the  charge that goes to the
inverting-input node of the opamp will cause the voltage across  to change, which introduces an error. Since this
charge is negative, for an -channel transistor, the node voltage  will become negative. The voltage change
due to the channel charge is given by

(10.4)

since the effective gate-source voltage of  is given by  . The preceding voltage
change in  is based on the assumption that  turns off slightly after  turns off. More will be said about this
assumption shortly.

3. For a transistor in the triode region that has zero , it doesn’t matter which junctions are called the drain and the source, since both 
junctions are at the same potential.
4. Transistors also accumulate channel charge when turning on, but this does not typically affect circuit performance since the charge 
comes from low-impedance nodes.
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Fig. 10.7 The comparator in Fig. 10.3, with n-channel switches and overlap parasitic capacitances 
shown. Transistors turned on also have channel charge.
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420 Chapter 10 • Comparators

To calculate the change in voltage due to the overlap capacitance, it is
first necessary to introduce the capacitor-divider formula. This formula is
used to calculate the voltage change at the internal node of two series capac-
itors, when the voltage at one of the end terminals changes. This situation is
shown in Fig. 10.8, where it is assumed that  is changing and we want to
calculate the change in . The series combination of  and 
is equal to a single capacitor, , given by

(10.5)

When  changes, the charge flow into this equivalent capacitor is given by

(10.6)

All of the charge that flows into  is equal to the charge flow into , which is also equal to the charge flow
into . Thus, we have

(10.7)

This formula is often useful when calculating charge flow in integrated circuits. It can be applied to the circuit
of Fig. 10.7 to calculate the change in  due to the overlap capacitance of  when it turns off. For this case,
we have , , and . This assumes the clock signals change from  to

. The change in  due to the overlap capacitance is now found to be given by

(10.8)

This change is normally less than that due to the change caused by the channel charge since  is small.

EXAMPLE 10.3

Assume that a resolution of  is required from the circuit of Fig. 10.7. The following values are given:
, , , , , and .

What is the change in  when  turns off?

Solution
Using (10.4), we have . The overlap capacitance is given by . Using
(10.8), this gives a voltage change in  of , which is smaller than the change due to the chan-
nel charge, but not insignificant. The total change is found by adding the two effects so that . 

This result is on the order of 10 times greater than the value of  that should be resolved. Clearly,
additional measures should be taken to minimize the effects of charge-injection if this resolution is required.

Key Point:  As a MOSFET goes 
from triode mode to off, the charge 
stored in the channel region must 
flow out of the transistor terminals; 
in a comparator, the charge may 
accumulate on circuit capacitances 
causing offset.
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Fig. 10.8 A capacitor divider.
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10.3 Charge-Injection Errors 421

10.3.1 Making Charge-Injection Signal Independent

The charge-injection due to transistors  and  may cause temporary
glitches, but it will have much less effect than the charge-injection charge-
injection due to  if we assume that  turns off slightly after  does
[Haigh, 1983]. This time difference is the reason why the clock voltage of

 is denoted , whereas the clock voltage of  is denoted  (
advanced). The argument for this arrangement is as follows: When 
turns off, its charge-injection causes a negative glitch at , but this will
not cause any change in the charge stored in  since the right side of C is connected to an effective open cir-
cuit, assuming that  has already turned off. Later, when  turns on, the voltage  will settle to 
regardless of the previous charge-injection of . Thus, the voltage at the left of  is unaffected by the  charge-
injection of , and the voltage across  is also unaffected by the charge-injection of . Therefore, the voltage

 is unaffected by the charge-injection of . This is not the case if  is turned off at the same time or
before  is turned off. The charge-injection of  has no effect for a simpler reason—the comparison has
already been made when it turns off. In addition, its charge-injection has no effect when it turns on because the
right side of C is connected to an open circuit at that time, assuming the clocks do not overlap. In summary, by
turning off  first, the cir cuit is affec ted only by the char ge-injection of  and not by any of the othe r
switches.

Figure 10.9 shows a simple digital circuit [Martin, 1980] that is capable of generating the desired clock wave-
forms. The waveforms  and  do not overlap with  and . Also,  will be advanced slightly (by two
inverter delays), compared to .

10.3.2 Minimizing Errors Due to Charge-Injection

The simplest way to reduce errors due to charge-injection is to use larger capacitors. For our previous example,
capacitors on the order of about 10 pF guarantee that the clock-feedthrough errors are approximately 0.5 mV.
Unfortunately, this large amount of capacitance would require a large amount of silicon area. Also, integrated
capacitors have parasitic capacitances between their terminals and the substrate that might be about 20 percent of
the size of the realized capacitor. Thus, a parasitic capacitance of about 2 pF would have to be driven by the input
circuits, which would greatly slow down the circuits.

Key Point:  The deleterious effects 
of charge-injection can be reduced 
by using “advanced” clocks which 
open-circuit the discharge paths 
through which signal-dependent  
charge-injection flows.

Q1 Q2

Q3 Q2 Q3

Q2 φ1 Q3 φ1a φ1
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V′
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Q3 Q1 V′ Vin

Q2 C
Q2 C Q2

V″ Q2 Q2

Q3 Q1

φ1a Q3

Vin

φ1a φ1

φ2a φ2

Fig. 10.9 A clock generator suitable for generating the desired clock waveforms for the 
comparator in Fig. 10.3.
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422 Chapter 10 • Comparators

An alternative approach for minimizing errors due to  charge-injection is to use fully differential design tech-
niques for comparators, similar to what is often done for opamps. A simple example of a one-stage, switched-
capacitor, fully differential comparator is shown in Fig. 10.10. Note that the ground connections to the reset
switches φ1 in Fig. 10.10 may be replaced by a common-mode voltage reference located midway between the ana-
log supplies. Ideally, when the comparator is taken out of reset mode, the clock feedthrough of reset switch 
matches the clock feedthrough of . In this case, the common-mode voltage may be slightly affected, but the
differential input voltage is unaffected. The only errors now are due to mismatches in the clock feedthrough of the
two switches, which will typically be at least ten times smaller than in the single-ended case. For this reason, vir-
tually all modern integrated comparators utilize fully differential design techniques. 

A third alternative that can be used along with fully differential design techniques is to realize a multi-stage
comparator [Poujois, 1978; Vittoz, 1985], where the clock feedthrough of the first stage is stored on coupling
capacitors between the first and second stage, thereby eliminating its effect. The clock feedthrough of the second
stage can be stored on the coupling capacitors between the second and the third stages, and so on. Although this
technique is almost always used along with fully differential configurations, we will explain the technique using
single-ended configurations, for simplicity. Consider the three-stage comparator shown in Fig. 10.11(a), along
with the appropriate clock waveforms shown in Fig. 10.11(b). Consider the time when  drops and the switch of
the first stage has charge-injection. Figure 10.12 illustrates this case, along with the parasitic capacitances of the
first-stage switch. When  drops,  injects charge into both the inverting input and the output of the first stage
through parasitic capacitors  and , respectively. The charge injected at the first stage output causes only a
temporary glitch there. The charge injected at the inverting input causes this node to become negative. The
amount by which this node voltage becomes negative is calculated using the analysis method described previ-
ously. Let us assume this amount will be in the range of tens of millivolts, as calculated in Example 10.3. After the
inverting input becomes negative, the output of the first stage becomes positive by an amount equal to the nega-
tive transition of the inverting input multiplied by the first stage’s gain. However, at this time,  is still high.
Therefore, the second stage is still being reset and  is charged up to the output error caused by the clock
feedthrough of the first stage, thereby eliminating its effect. In a similar manner, when  turns off and the sec-
ond stage goes from closed-loop reset mode to open-loop comparison mode, the third stage is still in reset mode
and the clock feedthrough of the second stage is stored on coupling capacitor . Finally, when the third stage
turns off, its charge-injection is not cancelled. However, the error it causes in resolving an input voltage to all three
stages is small, equal to the voltage transition at the inverting input of the third stage divided by the negative of the
gains of the first two stages (i.e., this is the input voltage needed to cancel the effect of the clock feedthrough of
the third stage coming out of reset mode).

φ1a

φ2

C Q3a

C

φ2

φ1a

Q3b

Vin Vout

φ1

φ1

Fig. 10.10 A fully differential, single-stage, switched-capacitor comparator.
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10.3 Charge-Injection Errors 423

In a variation on this multi-stage approach [Poujois, 1978], the first stage was not reset. However, the input-
offset voltage of the first stage was still cancelled by storing it on coupling capacitors between the first and second
stage during a reset mode. This approach is described Section 10.5.

OA1
OA2

Vin
φ2 C1

φ1

C2
C3

OA3

Vout

φ2

φ1

(a)

(b)

φ′1 φ ′′1
φ ′′′1

φ ′1

φ ′′′1

Fig. 10.11 (a) A multi-stage comparator used to eliminate clock feedthrough errors, with (b) the 
appropriate clock waveforms. 
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Fig. 10.12 The first stage of the comparator in Fig. 10.11, when the first stage is injecting charge.
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EXAMPLE 10.4

Assume all capacitors are 0.1 pF, transistor sizes are , ,
, , and , and each stage has a gain of 20. What is the input-offset voltage

error caused by the clock feedthrough of the third stage when the third stage comes out of reset?

Solution
The values used are identical to those used in Example 10.3. Therefore, the charge-injection at the inverting input
of the third stage is the same as that found in the solution to Example 10.3, or . The input signal that can
overcome this value  is given by

(10.9)

Thus, the equivalent input-offset voltage is , which is much better than the resolution found in Example
10.3 of .

10.3.3 Speed of Multi-Stage Comparators

The approach just described can be used to realize very-high-resolution comparators, especially when it is com-
bined with fully differential circuit design techniques. However, this approach does have the limitation that it
requires multiple-phase clock waveforms, which slow down the circuits.

Although the multi-stage approach is limited in speed due to the need for the signal to propagate through all
the stages, it can still be reasonably fast because each of the individual stages can be made to operate fast. Typi-
cally, each stage consists of a single-stage amplifier that has only a  phase shift and therefore does not need
compensation capacitors (i.e., each stage has a  phase margin without compensation). To see why this multi-
stage approach can be fast, consider the simplified case of a cascade of first-order, uncompensated inverters, as
shown in Fig. 10.13. This circuit is a very rough approximation of a multi-stage comparator when it is not being
reset. The parasitic load capacitance at the output of the ith stage is approximately given by

(10.10)

where  is the output capacitance of the ith stage, which would normally be due to junction capacitances, and
 is the gate-source capacitance of the input transistor of the succeeding stage. Equation (10.10) will not nec-

essarily be true for the last stage, but the load of the last stage should be of roughly the same magnitude. If one

W L⁄ 4 μm 0.2 μm⁄= Cox 8.5 fF μm( )2⁄=
Lov 0.04 μm= Vtn 0.45V= VDD 2 V=

56 mV–
56 mV

ΔVin
56 mV
A1A2

----------------- 140 μV= =

140 μV
56 mV

90°
90°

Vin

Vout

Cp1 Cp2 Cp3

Fig. 10.13 Realizing a comparator by using a cascade of first-order gain stages.
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10.3 Charge-Injection Errors 425

assumes the stages are matched, then normally  since junction capacitances are usually less than gate-
source capacitances, implying that one can usually assume

(10.11)

The unity-gain frequency of a single stage is then on the order of

(10.12)

or larger, where  is the transconductance of the input capacitor of the th stage. Thus, the unity-gain frequency
of a single gain-stage is on the order of one-half the unity-gain frequency of a single transistor. If one assumes the
ith stage has a dc gain  and that the ith stage is well described by a first-order transfer function, then the trans-
fer function of a single stage is approximately given by

(10.13)

where

(10.14)

Thus, the –3-dB frequency of a single stage is on the order of one-half the unity-gain frequency of a transistor
divided by the gain of the stage. If one has a cascade of  stages, then the overall transfer function is given by

(10.15)

This result can be approximated by a first-order transfer function, where all higher-order terms are ignored, result-
ing in

(10.16)

Thus, a cascade of  stages has a time constant approximately given by

(10.17)

where  is the approximate transit time of a single transistor (i.e., 1 over the unity-gain frequency
of a single transistor). In other words, the time constant of the cascade of first-order stages is approximately equal
to  times the time constant of a single stage, which is roughly given by  times the transit time of a single
transistor. This result should be compared to using a single opamp, which, for the same overall gain, will have a
time constant considerably greater than 2  times the transit time of a single transistor. Although the preceding
speed estimate is valid for simple single-ended stages only, the general principles apply to more complicated, fully
differential stages as long as each stage is first order and doesn’t require compensation.

Equation (10.17) can be simplified further. Recall from Chapter 1 that

(10.18)

for a transistor in the active region, and that

(10.19)
We can substitute (10.18) and (10.19) into (10.17), and, after simple manipulation, arrive at

(10.20)
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426 Chapter 10 • Comparators

where, again from Chapter 1,

(10.21)

Equation (10.20) is very useful in quickly accessing the speed and resolution capabilities of a given technology. It
also gives some insight into designing comparators. First, the effective gate-source voltages of input drivers of
each stage should be as large as possible to maximize speed. Second, the widths of the transistors have little effect
on comparator speed, assuming they are large enough so that  dominates parasitic capacitances due to inter-
connect and external loading. However, larger input transistor sizes will be better matched, resulting in less offset,
and will generally have higher transconductance, resulting in lower input-referred noise.

EXAMPLE 10.5

Assume for a  technology that , , , and . What is the
maximum clocking frequency of the comparator?

Solution
Using (10.20), we have . If we assume that  is required for each half period, then a complete
period requires , which corresponds to a clocking frequency of . The resolution is on the order of

 0.25 mV. 

10.4 LATCHED COMPARATORS
Modern high-speed comparators typically have one or two stages of preamplification followed by a track-and-
latch stage, as Fig. 10.14 [Yukawa, 1985] shows in simplified form for a CMOS implementation. The rationale
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Fig. 10.14 A typical architecture for a high-speed comparator.
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10.4 Latched Comparators 427

behind this architecture is as follows: The preamplifier or preamplifiers are used to obtain higher resolution and
to minimize the effects of kickback (which will be explained shortly). The output of the preamplifier, although
larger than the comparator input, is still much smaller than the voltage levels needed to drive digital circuitry. The
track-and-latch stage then amplifies this signal further during the track phase, and then amplifies it again during
the latch-phase, when positive feedback is enabled. The positive feedback regenerates the analog signal into a
full-scale digital signal. The track-and-latch stage minimizes the total number of gain stages required, even when
good resolution is needed, and, thus, is faster than the multi-stage approach just described.

The preamplifier typically has some gain, perhaps 2 to 10. The preamplifier usually does not have gains much
greater than 10; otherwise its time constant is too large and its speed is limited. One or two simple resistively-loaded
differential pair stages are often suitable. Note that the input offset and noise of the track-and-latch stage are attenu-
ated by the gain of the preamplifier when referred to the comparator input. Hence, assuming it provides at least a
modest gain, the preamplifier’s noise and offset will often limit the noise and offset of the comparator.5 If very high
speed but only moderate resolution is required, the preamplifier may sometimes simply be a unity-gain buffer.

It is not good practice to eliminate the preamplifier altogether
since kickback into the driving circuitry will then result in very limited
accuracy. Kickback denotes the charge transfer either into or out of the
inputs when the track-and-latch stage goes from track mode to latch
mode. This charge transfer is caused by the charge needed to turn the
transistors in the positive-feedback circuitry on and by the charge that
must be removed to turn transistors in the tracking circuitry off. With-
out a preamplifier or buffer, this kickback will enter the driving cir-
cuitry and cause very large glitches, especially in the case when the
impedances seen looking into the two inputs are not perfectly matched.

In high-resolution applications, capacitive coupling and reset switches are also typically included to elimi-
nate any input-offset-voltage and clock-feedthrough errors, in a manner similar to that described in Sections 10.2
and 10.3.

One very important consideration for comparators is to ensure that no memory is transferred from one deci-
sion cycle to the next. Recall that when a comparator toggles in one direction, it might have a tendency to stay in
that direction, referred to as hysteresis. To eliminate hysteresis, one can reset the different stages before entering
track mode. This might be achieved by connecting internal nodes to one of the power supplies or by connecting
differential nodes together using switches before entering track mode. For example, the comparator shown in
Fig. 10.14 has internal nodes of the latch reset to both VDD and ground when the Vltch signal is low. Not only does
this eliminate memory, but it also sets the comparator to its trip point, which speeds up operation when the com-
parator resolves small input signals.

Another consideration for comparators is that the gain in track mode should not be too large; otherwise the time
constants are too large, which limits the speed.

The track-and-latch stage has many variations. The circuitry shown in Fig. 10.14 should be considered only
symbolic, although it will suffice in many applications.

10.4.1 Latch-Mode Time Constant

The time constant of the latch, when it is in its positive-feedback (i.e., latch) phase, can be found by analyzing a
simplified circuit consisting of two back-to-back inverters, such as those shown in Fig. 10.15. If we assume that
the output voltages of the inverters are close to each other at the beginning of the latch phase, and that the inverters
are in their linear range, then each of the inverters can be modelled as a voltage controlled current source driving an

5. The reader may refer to Chapters 2 and 9 to see what determines the random offset and noise, respectively, of simply designed 
preamplifiers, such as a resistively loaded differential pair.

Key Point:  Latched comparators typi-
cally employ a simple preamplifier to 
mitigate kickback and reduce the 
requirements placed upon the latch 
stage, followed by a latch which alter-
nates between a reset phase and a posi-
tive feedback phase that quickly 
generates full-swing digital signals from 
the preamplifier output.
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RC load, as shown in Fig. 10.16, where  is the low-frequency gain of each inverter, which has a
transconductance given by . For this linearized model, we have

(10.22)

and

(10.23)

Multiplying (10.22) and (10.23) by  and rearranging gives

(10.24)

and

(10.25)

where  is the time constant at the output node of each inverter. Subtracting (10.25) from (10.24) and
rearranging terms gives

(10.26)

where  is the voltage difference between the output voltages of the inverters. Equation (10.26) is a
first-order differential equation with no forcing function. Its solution is given by

(10.27)

Vy Vx
Fig. 10.15 Two back-to-back inverters used as a simplified 
model of a track-and-latch stage in its latch phase.
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Fig. 10.16 A linearized model of the track-
and-latch stage when it is in its latch phase.
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10.4 Latched Comparators 429

where  is the initial voltage difference at the beginning of the latch phase. Thus, the voltage difference
increases exponentially in time with a time constant given by

(10.28)

where, again,  is the transconductance of each inverter. Note that  is roughly equal to the
inverse of the unity-gain frequency of each inverter.

In the case of MOS devices, normally the output load is proportional to the gate-source capacitance of a sin-
gle transistor, or specifically,

(10.29)

Here,  is a proportionality constant, usually between 1 and 2. Also, the inverter transconductance is propor-
tional to the transconductance of a single transistor, and is given by

(10.30)

where  might be between 0.5 and 1. Substituting (10.29) and (10.30) into (10.28) gives

(10.31)

where  might be between 2 and 4. Note that (10.31) implies that  depends primarily on the technology and
not on the design (assuming a reasonable choice of  and that  is minimized). Note also the similarity
between (10.31) and (10.20), the equation for the time constant of a cascade of gain stages. For a given technol-
ogy, (10.31) is very useful in determining a rough estimate for the maximum clock frequency of a latch-and-track
comparator.

If it is necessary for a voltage difference of  to be obtained in order for succeeding logic circuitry to
safely recognize the correct output value, then, by using (10.27), we find the time necessary for this to happen is
given by 

(10.32)

If  is small, this latch time can be large, perhaps larger than the
allowed time for the latch phase. Such an occurrence is often referred
to as metastability. In other words, because its initial value is too small,
the differential output voltage of the latch does not increase enough to
be recognized as the correct logic value by succeeding circuitry. Some-
times, even when the initial voltage difference is large enough, it is
possible that circuit noise can cause the initial voltage difference to
become small enough to cause metastability.

EXAMPLE 10.6

Assume for a  technology that , ,  , , and
. What is the maximum clocking frequency of the comparator?
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Key Point:  A positive-feedback latch 
output grows exponentially with a time 
constant given by the unity-gain 
frequency, Gm/CL. When the initial input 
is too small, metastability may occur 
whereby the growth is too slow for a 
recognizable logic signal to appear at 
the latch output before the onset of the 
reset phase.
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Solution
Using (10.32), we have . Assuming this is half the total period (which might be quite an optimistic
assumption), the smallest possible period for a track-and-latch might be 92 ps, which corresponds to a clocking
frequency of . In a typical comparator, the maximum clock rate would probably be limited by the fre-
quency response of the preamplifiers and the track-and-latch during the track phase, rather than by the speed of the
latch during the latch phase.

10.4.2 Latch Offset

The input offset of a latch is influenced by random and systematic mismatch between its two half-circuits. When
very small transistors are used, this mismatch may be significant often leading of offset of 10’s of mV or more. In
such cases, additional components may be introduced to so that by appropriately controlling the imbalances in the
circuit, the effects of random mismatch can be cancelled, resulting in a latch with near-zero overall offset.

The latch model in Fig. 10.16 is modified in Fig. 10.17 to illustrate several contributors to latch offset. The
imbalances , , etc. may be due to random mismatch and/or they may be introduced intentionally
to provide a means of adjusting the latch offset. Clearly, when  and/or  some offset is intro-
duced since, with , different currents flow in each half circuit. However, even if the offset current 
and transconductances  are perfectly matched and , if the  loads are mismatched the
node voltages  and  will respond with different time constants immediately giving rise to a finite differential
voltage  which in turn initiates the circuit’s positive feedback, eventually regenerating a logic sig-
nal. The evolution of the node voltages in this circumstance is illustrated in Fig. 10.18.

A latch incorporating an offset adjustment mechanism is shown in
Fig. 10.19 [Cho, 1995]. In latch mode, the cross-coupled pair  is
source-degenerated by the triode transistors, . Hence the transcon-
ductance of each half-circuit, , depends upon the applied
differential voltage  and the input voltage . A dc current 
flows at the onset of latch mode since the node voltages  have been
reset to the positive supply, and all NMOS transistors are turned on.
Hence, in the absence of any random mismatch, the latch will be in a
balanced state with equal half-circuit currents flowing only when

(10.33)
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Fig. 10.17 A linearized model of the 
latch illustrating various sources of offset, 
random and/or intended.
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Key Point:  Latches have offset due to 
imbalances between the two half-circuits 
providing positive feedback. Imbalances 
arise due to random mismatch. Addi-
tional controllable imbalances are some-
times included by design in order to 
cancel random offsets and provide an 
accurate comparator.
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10.5 Examples of CMOS and BiCMOS Comparators 431

Equation (10.33) is the latch offset due , which may be adjusted to cancel other sources of offset, such as
those arising from mismatches in device sizes, parasitics, etc. A rigorous general analysis relating all sources of
offset to the circuit parameters is quite complex [He, 2009].

10.5 EXAMPLES OF CMOS AND BiCMOS 
COMPARATORS

This section describes a number of possible high-speed comparators.
The literature on integrated circuit technology has many examples of latched comparators. For example,

either of the latches shown in Fig. 10.14 and Fig. 10.19 may be preceded by a resistively loaded differential pair
preamplifier to realize a latched comparator. Figure 10.20 shows another comparator [Song, 1990]. It has the pos-
itive feedback of the second stage always enabled. In track mode, when the two diode-connected transistors of
the gain stage are enabled, the gain around the positive-feedback loop is less than one, and the circuit is stable.
The combination of the diode-connected transistors of the gain stage and the transistors of the positive-feedback
loop acts as a moderately large impedance and gives gain from the preamplifier stage to the track-and-latch stage.
The diode-connected loads of the preamplifier stage give a limited amount of gain in order to maximize speed,
while still buffering the kickback from the input circuitry.

Vx

Vy

Fig. 10.18 Evolution of the latch node voltages when  and .io1 io2 0≠= RL1CL1 RL2CL2≠

time

differential voltage arises
due to different time con-
stants, .τ1 τ2≠

positive feedback regener-
ates logic signals

Vin
+ Vin

-

Vout
+ Vout

-

Vref
+Vref

-

Fig. 10.19 A latch circuit with 
controllable offset [Cho, 1995].

VltchVltch

Q1 Q2

Q3 Q4 Q5 Q6

ΔVref
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Another comparator is shown in Fig. 10.21 [Norsworthy, 1989]. This design also uses diode-connected
loads to keep all nodes at relatively low impedance (similar to current-mode circuit-design techniques), thereby
keeping all node time constants small and giving fast operation. It uses precharging to eliminate any memory
from the previous decision that might lead to hysteresis. For example, the positive-feedback stage is precharged
low, whereas the digital-restoration stage is precharged high, somewhat similar to what is done in Domino
CMOS logic [Krambeck, 1982].

Yet another comparator is shown in Fig. 10.22 with appropriate clock waveforms.6 This design eliminates any
input-offset voltages from both the first and second stages by using capacitive coupling. It also has common-mode
feedback circuitry for the first preamplifier stage, which allows for input signals that have large common-mode sig-
nals. Unlike in fully differential opamps, in fully differential comparators, the linearity of the common-mode
feedback circuitry is noncritical since, whenever large signals are present (and the common-mode feedback
circuitry becomes nonlinear), there is no ambiguity in resolving the sign of the input signal. This allows a simple
differential pair to be used for CMFB circuitry. Measured (but unpublished) performance of this circuit resulted in a
0.1-mV resolution at a 2-MHz clock frequency, despite a very old 5-μm technology. The performance measured
was limited by the test setup rather than by the circuitry.

A BiCMOS comparator that exhibits very good performance is described in [Razavi, 1992]. It is based on
the idea that it is not necessary to reset the first stage; the input-offset errors of the first stage can still be elimi-
nated by resetting the right side of the coupling capacitors between the first stage and the second stage, assuming
that the gain of the first stage is not too large [Poujois, 1978] [Vittoz, 1985]. A simplified schematic of this com-
parator is shown in Fig. 10.24. During the reset phase, the inputs to the preamplifier are connected directly to

6. K. Martin, 1984 (experimentally verified, but unpublished). 

Preamp Gain stage Positive feedback

Trk

Vout

Vin

Fig. 10.20 A two-stage comparator that has a preamplifier and a positive-feedback track-and-
latch stage.
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ground (or to a reference voltage), and the outputs of the coupling capacitors are connected to ground as well.
This stores any offset voltages of the first stage on the capacitors. When the comparator is taken out of reset
phase, then the effect of the clock feedthrough of  and  on the input resolution is divided by the gain of the
first stage. In the realization described in [Razavi, 1992], the first stage is a BiCMOS preamplifier, consisting of
MOS source followers followed by a bipolar differential amplifier and emitter-follower output buffers, as shown
in Fig. 10.25. Notice that the circuit operates between ground and a negative voltage supply. Note also that the
switches are realized using -channel transistors. The track-and-latch stage has both a bipolar latch and a CMOS
latch, as shown in Fig. 10.23. During the reset phase,  is low and  is high,  and  are connected to
ground through switches  and ,  is discharged to the minus supply through , and  and  are dis-
charged to the minus supply through  and . Also, at this time,  and  are off. Next,  becomes high,
which leaves  and  floating and connects the outputs of the preamplifier to its input signal. After a short
delay, which is needed for the transient response of the preamplifier,  becomes low, which turns on ,
thereby activating the positive feedback action of  and . This develops a differential voltage between 
and  of about 200 mV, since  is about one-fifth the size of  and . The offset of this bipolar latch is
quite small, typically on the order of one millivolt or less. Also note that, when activated, the only power dissi-
pated is that required to charge —there is no dc power dissipation. A short time after the bipolar latch is acti-
vated, the inverter connected to  changes state, and its output voltage will drop. This low voltage turns on 
and , which activates the CMOS part of the latch consisting of cross-coupled  and  and cross-coupled

Vin

Preamp

Positive feedback

Latch

Digital signal-
level restoration

Vout

Latch

Fig. 10.21 A two-stage comparator.
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Vin

C1A

C1B

First switched-capacitor

First-stage common-mode 
feedback

Positive feedback
stage

TrkTrk

C2A C2A

Second gain stage

φ″1 φ″1

φ′1

φ′1

φ1

φ2

φ2

gain stage

Trk

φ′1

φ″1

φ1

Fig. 10.22 A two-stage comparator with capacitive coupling to eliminate input-offset-voltage 
and clock-feedthrough errors, along with positive feedback for fast operation.
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 and . The reasons for including cross-coupled  and  are to prevent nodes  and  from being
discharged very far from ground toward the minus power supply and at the same time to amplify the 200-mV
difference signal developed by the bipolar latch to almost a full-level CMOS voltage change. Thus, the latch is
accurate, relatively fast, and low power. Also described in [Razavi, 1992] is an interesting CMOS-only compara-
tor, which is not described here, but which interested readers may investigate.

10.5.1 Input-Transistor Charge Trapping

When realizing very accurate CMOS comparators, an error mechanism that must be considered is charge trapping
in the gate oxide of the input transistors of the MOS comparators [Tewksbury, 1989]. When -channel transistors
are stressed with large positive gate voltages, electrons can become trapped via a tunneling mechanism in which

Vin
+

φ1

Vin
–

φ1

φ2

φ2 φ2

Vout
+ Vout

–

C1 C2

C3

X1 Y1

Y2X2

M3 M4

M6M5

M7 M8 M10M9

M11

M12

Q5 Q6

M2M1

Fig. 10.23 The BiCMOS track-and-latch stage in [Razavi, 1992].

M7 M8 M5 M6 X1 Y1

φ1

φ1

φ1

φ1 φ1

φ1

Positive-
feedback
latch

Vin Vout

S1

S2

S4

S3 S5

S6

Fig. 10.24 A simplified schematic of the comparator described in [Razavi, 1992].
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electrons tunnel to oxide traps close to the conduction band. The time constant for the release of these trapped
electrons is on the order of milliseconds, much longer than the time it takes for them to become trapped. During
the time they are trapped, the effective transistor threshold voltage is increased. This leads to a comparator
hysteresis on the order of 0.1 to 1 mV. This effect correlates well with transistor 1/f noise and is much smaller
in -channel transistors. When very accurate comparators are needed, charge trapping must be considered and
minimized. One possible means of minimizing this effect, assuming we have a BiCMOS technology, is described
in [Miller, 1990] and is illustrated in Fig. 10.26. A BiCMOS technology allows diodes to be used in the input

V+
in V–

in

φ1

φ1 φ1

φ1

V+
outV–

out

Fig. 10.25 A BiCMOS preamplifier.

p

Current mirrors

Vin
+ Vin

–

Small bias
currents

p-channel
inputs with
small hysteresis

Vout
+Vout

–

Fig. 10.26 A comparator with little hysteresis. (Hysteresis is caused by charge trapping.)
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stage, which allows the inclusion of two additional small-current sources in the input stage; this guarantees that
the -channel input transistors never turn off.7 Also, by using -channel input transistors, the charge trapping is
greatly minimized because -channel transistors exhibit much less hysteresis than -channel transistors.

An alternative approach is to flush the input transistors after each use where the junctions and wells of
-channel transistors are connected to a positive power supply whereas the gates are connected to a negative

power supply. This effectively eliminates the trapped electrons [Swanson, 1993]. Alternatively, or in addition, two
input stages can be used for the comparator—a rough stage can be used during times when large signals with over-
loads are possible, whereas a fine stage can be used during times when accurate comparisons are necessary and it
can be guaranteed that no large signals are present [Swanson, 1993; Tan, 1990].

10.6 EXAMPLES OF BIPOLAR COMPARATORS
High-speed bipolar comparators are typically latched comparators, as shown previously in Fig. 10.14, where
preamplifier and track-and-latch stages are used. A typical example is shown in Fig. 10.27 [Wakimoto, 1988].
The preamplifier is a simple differential amplifier that might have a gain of around 5. Besides increasing the
resolution, this preamplifier helps to eliminate kickback from the track-and-latch stage. The track-and-latch
stage is very similar to a current-mode digital latch. During track phase, the differential pair consisting of
transistors  and  is enabled and operates as a second differential amplifier. When latch mode is enabled,

 is diverted to the differential pair consisting of  and . The inputs to this third differential pair come

7. p-channel transistors exhibit trapping for positive gate voltages since only electrons, and not holes, are trapped. Therefore, to prevent 
trapping, they should never be turned off.

p p
p n

n
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Q2

Q9 Q10

Q3

Q4

Q7 Q8
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R1 R2

R3 R4

Vin
+

Vin
–
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Vout
+

Vtrk
Vltch
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Track-and-latch stage

I1 I3 I4
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Fig. 10.27 A typical bipolar comparator.
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from the outputs of the second differential pair through emitter-follower buffers consisting of  and .
The outputs of the third differential pair are connected back to the high-impedance output nodes in a cross-
coupled manner so that positive feedback results. When this positive feedback is enabled, it takes the initially-
small differential voltage and quickly amplifies it to between 0.4 and 0.6 V (depending on the logic levels
being used). There are two reasons for using the emitter-follower buffers. These buffers isolate the high-
impedance nodes at the collectors of the second and third differential pairs from the base-emitter capaci-
tances of the third differential pair. They also isolate the same high impedance nodes from the output load
capacitance.

Another architecture for a bipolar comparator is shown in Fig. 10.28 [Van de Plassche, 1988]. In this compar-
ator, the input signals go to a differential pair that is always turned on (even during the latch phase). During the
track phase,  and  are on. They operate as common-base transistors, and therefore the comparator operates
as a cascode amplifier during this phase. When the comparator goes into latch mode, the collector current from the
input transistors is redirected from the common-base transistors to transistors  and , which are connected in
a positive-feedback loop. Since the bias current of the input transistors is never turned off, the kickback from them
is greatly reduced without adding additional preamplifier stages. This maximizes the bandwidth during the track-
ing phase.

A third bipolar comparator is shown in Fig. 10.29. Although this comparator has never been experimentally
tested, it is used as an example to illustrate many comparator design principles. A small current source is added
to the tracking differential pair so that this differential pair doesn’t turn off completely when the comparator is in
hold mode. This makes the comparator faster when it goes from hold mode into track mode. Also, a cascode
common-base stage is added just below the output voltages. This stage is used to isolate the outputs from the
positive-feedback loop. This in turn allows for much smaller resistors to be used in the positive-feedback loop,
which speeds this loop up and eliminates the need for emitter-follower buffers in the loop. Finally, a larger
resistor is added between the emitters of the cascode transistors. This resistor prevents the cascode transistors
from turning off completely during the latch phase, which also speeds up the transition from latch mode to
tracking mode.

Q9 Q10

Q1 Q2

R1 R2

Vin
+ Vin

–

Q3 Q5 Q6 Q4

Q8Q7

Vtrk Vtrk

Vltch

Vout
– Vout

+

Fig. 10.28 A second bipolar comparator. 
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10.7 KEY POINTS
• The input offset of a comparator is the input at which the output is equally likely to be high or low. Noise deter-

mines how the output statistics vary as a function of input. [p. 413]
• Hysteresis is “memory” in a comparator that tends to make it remain in its past output state, usually due to

charge retained on internal circuit capacitances. [p. 414]
• Regular opamps are compensated to ensure stability in closed-loop configurations, resulting in a low 3-dB

bandwidth and, hence, very slow settling if used open-loop as a comparator. [p. 417]
• An input capacitor is sometimes used to sample the input offset voltage of a comparator during a reset phase,

and then subtract it from the input during the comparison phase. [p. 417]
• As a MOSFET goes from triode mode to off, the charge stored in the channel region must flow out of the tran-

sistor terminals; in a comparator, the charge may accumulate on circuit capacitances causing offset. [p. 420]
• The deleterious effects of charge-injection can be reduced by using “advanced” clocks which open-circuit the

discharge paths through which signal-dependent charge-injection flows. [p. 421]
• Latched comparators typically employ a simple preamplifier to mitigate kickback and reduce the requirements

placed upon the latch stage, followed by a latch which alternates between a reset phase and a positive feedback
phase that quickly generates full-swing digital signals from the preamplifier output. [p. 427]

• A positive-feedback latch output grows exponentially with a time constant given by the unity-gain frequency,
Gm/CL. When the initial input is too small, metastability may occur whereby the growth is too slow for a recog-
nizable logic signal to appear at the latch output before the onset of the reset phase. [p. 429]

• Latches have offset due to imbalances between the two half-circuits providing positive feedback. Imbalances
arise due to random mismatch. Additional controllable imbalances are sometimes included by design in order to
cancel random offsets and provide an accurate comparator. [p. 430]
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–
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Fig. 10.29 A third bipolar comparator.
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10.9 PROBLEMS
Unless otherwise stated, assume the following:

• -channel MOS transistors:n
μnCox 92 μA V2⁄=
Vtn 0.8 V=
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 in active region 

• -channel MOS transistors:

 in active region

10.9.1 Section 10.1: Comparator Specifications

10.1 A comparator has an input offset of 10 mV and input noise of . What is the smallest input that can be 
resolved with an error rate of less than ?

10.2 The output of a comparator is observed for various input voltages resulting in the plot of Fig. P10.2. What is the 
input offset and noise?

10.9.2 Section 10.2: Using an Opamp for a Comparator 
and Section 10.3: Charge-Injection Errors

10.3 The CMOS transmission gate shown in Fig. P10.3 has an input voltage of 2.5 V when it turns off. The W/L of the 
n-channel is 5 μm/0.8 μm and the W/L of the p-channel is 15 μm/0.8 μm. Assume the total parasitic capacitance 
between the output node and ground is 50 fF, VDD = 5 V, and that the clock signals change very fast. Also ignore 
changes due to overlap capacitance. Estimate the change in output voltage due to  charge-injection. What will the 
final output voltage be?

γ 0.5 V1 2⁄=
rds  Ω( ) 8000 L μm( ) ID mA( )⁄=

Cj 2.4 10 4–×= pF μm( )2⁄
Cj-sw 2.0 10 4–×= pF μm⁄
Cox 1.9 10 3–×= pF μm( )2⁄
Cgs overlap( ) Cgd overlap( ) 2.0 10 4–× pF μm⁄= =

p
μpCox 30 μA V2⁄=
Vtp 0.9– V=
γ 0.8 V1 2⁄=
rds Ω( ) 12,000 L μm( ) ID mA( )⁄=

Cj 4.5 10 4–×= pF μm( )2⁄
Cj-sw 2.5 10 4–×= pF μm⁄

Cox 1.9 10 3–×= pF μm( )2⁄
Cgs overlap( ) Cgd overlap( ) 2.0 10 4–× pF μm⁄= =
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10.4 A simple CMOS inverter is used as a comparator, as shown in Fig. P10.4. Assume  drops before  drops, 
so that only the  charge-injection from  need be considered. What is the change in  due to this  charge-
injection? Assume the transistors in the inverter have sizes chosen such that the inverter threshold voltage is at 

 (i.e., ), and that all transistor lengths are 0.8 μm. Also assume the inverter 
gain is –24 at , and ignore overlap capacitance. Do not ignore the body effect on the threshold 
voltage of .

10.5 Assume that three stages of inverters identical to the inverter used in Problem 10.4 are cascaded as shown in 
Fig. 10.11. What is the input-voltage offset error due to the  charge-injection of the reset switch of the last stage 
only?

10.6 Estimate the time constant for the inverter used in Problem 10.4 during its reset phase and also during its com-
parison phase.

10.7 For the circuit shown in Fig. 10.11, find the voltages at each of the opamp inputs at the end of , 
and , where  is the input and  is the error due to the reset switch of the ith opamp. Assume opamps are 
offset free and that they remain in their linear region after their reset switch is opened. Show that the overall 
input-referred clock feedthrough is given by .

10.8 Repeat Problem 10.7 where offsets of the opamps are not ignored. What is the input-referred offset and clock 
feedthrough?

10.9 Assume a MOS transistor’s unity-gain frequency is approximately given by . Find an expression 
for  in terms of  and . Assume a single gain stage without compensation has a unity-gain frequency 
given by . Further assume that a comparator is realized by a cascade of three stages, each having a 
gain of –15. If three time constants are required for settling during the open-loop comparison phase, what is the 
maximum frequency of operation for the comparator? What is the resolution? You may assume that 

, , and that there are only -channel transistors in the signal path.

Vin Vout

5 V

0 V

0 V

5 V 50 fF

Fig. P10.3

φ1a φ1

Q1 Vout

VDD 2⁄ 2.5 V= W5 W4⁄ μn μp⁄=
Vout 2.5 V=
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φ′1  φ″1  φ″′1  φ1, , ,
φ2 Vi Verr-i

Verr-3 A1A2( )⁄

ωt gm Cgs⁄=
ωt Veff Cox

ωa ωt 2⁄=

Veff 0.25 V= μn 0.05 M2 V s⋅⁄= n
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10.9.3 Sections 10.4–10.6: Latched Comparators and CMOS, BiCMOS, 
and Bipolar Examples

10.10 A positive-feedback latch is found to have an input offset of 5 mV, noise of 0.5 mV, and hysteresis of 
2 mV. A preamplifier is to be placed in front of the latch so that the resulting comparator has a overall 
input offset of no more than 3 mV, input noise of no more than 0.4 mV, and hysteresis of no more than 
1 mV. Find specifications on the gain, input offset, and input-referred noise of the pre-amplifier. Design 
a resistively-loaded MOS differential pair to meet these specifications (under  mismatch conditions). Use the 
0.18-μm CMOS process in Table 1.5 and assume the following mismatch parameters:  and 

.
10.11 Give reasonable device widths of the comparator in Fig. 10.20 so that the first stage has a gain of 5 and so that 

the latch-and-track stage has a gain of 10 when in track mode and a loop gain of 4 when in latch mode. Assume 
the input transistors are 25-μm wide and that the bias current of the first stage is .

10.12 Assume the comparator of Fig. 10.20 has the device sizes found in Problem 10.11. Estimate the equivalent time 
constant when the comparator is in track mode. If the input signal changes from 0 to 5 mV at time 0, how long 
would it take the differential output voltage to change by 50 mV?

10.13 Consider the comparator in Fig. 10.20 with the device sizes found in Problem 10.11. Estimate the equivalent 
time constant of the latch-and-track stage when the comparator is in latch mode. If the differential output voltage 
is 50 mV at the beginning of the latch phase, how long would it take for the output voltage to change to a differ-
ential voltage of 2 V?

10.14 What is the minimum power-supply voltage that can be used for the comparator in Fig. 10.28 if the current source 
and the resistive loads both require 0.4 V across them? You may assume that for the bipolar transistors 

.

3σ
AVt0 4 mV μm⋅=

AK' 0.01 μm=

0.1 mA

VCE-sat 0.3 V=
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444

Sample-and-Hold 
and Translinear Circuits

This chapter describes some common analog building blocks other than those already presented. Specifically,
circuits to realize sample-and-holds, and translinear gain cells and multipliers are discussed. A sample-and-hold
(S/H) is used to sample an analog signal and to store its value for some length of time. A translinear gain cell is
commonly used to create an amplifier whose gain can be adjusted through the use of a controlling input current.
Finally, a translinear multiplier is realized by interconnecting two gain cells and finds a variety of uses in applications
such as a modulator (in a communication system) or a phase detector (in a phase-locked loop).

11.1 PERFORMANCE OF SAMPLE-AND-HOLD CIRCUITS
An important analog building block, especially in data-converter systems, is the sample-and-hold circuit. Before
proceeding, it is worthwhile to mention that sample-and-hold circuits are also often referred to as “track-and-hold”
circuits. Normally, these two terms are synonymous except for a few particular switched-capacitor sample-and-
hold circuits that do not have a phase where the output signal is tracking the input signal. Sample-and-hold circuits
are necessary components in many data-acquisition systems such as A/D converters. In many cases, the use of a
sample-and-hold (at the front of the data converter) can greatly minimize errors due to slightly different delay times
in the internal operation of the converter.

Before discussing the basic principles of sample-and-hold circuits, it is necessary to mention some perfor-
mance parameters used in characterization.

1. The first of these parameters is a sampling pedestal or a hold step. This is an error that occurs each
time a sample-and-hold goes from sample mode to hold mode. During this change in operation, there
is always a small error in the voltage being held that makes it different from the input voltage at the
time of sampling. Obviously, this error should be as small as possible. Perhaps more importantly, this
error should be signal independent; otherwise it can introduce nonlinear distortion.

2. Another parameter is a measure of how isolated the sampled signal is from the input signal during hold
mode. Ideally, the output voltage will no longer be affected by changes in the input voltage. In reality,
there is always some signal feedthrough, usually through parasitic capacitive coupling from the input to
the output. In well-designed sample-and-holds, this signal feedthrough can be greatly minimized.

3. A third important parameter is the speed at which a sample-and-hold can track an input signal, when in
sample mode. In this mode, a sample-and-hold will have both small-signal and large-signal limitations due
to its –3-dB bandwidth and finite slew rate, respectively. Both the –3-dB bandwidth and slew rate should be
maximized for high-speed operation.

4. Yet another limitation (somewhat less important in high-speed designs) is the droop rate  in hold mode.
This error is a slow change in output voltage, when in hold mode, caused by effects such as leakage
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11.1 Performance of Sample-and-Hold Circuits 445

currents due to the finite base currents of bipolar transistors and reverse-biased junctions. In most CMOS
designs, this droop rate is so small it can often be ignored.

5. A fifth limitation is aperture jitter or aperture uncertainty. This error is the result of the effective sampling
time changing from one sampling instance to the next and becomes more pronounced for high-speed
signals. Specifically, when high-speed signals are being sampled, the input signal changes rapidly, result-
ing in small amounts of aperture uncertainty causing the held voltage to be significantly different from the
ideal held voltage.

Other performance parameters are also important when realizing
sample-and-holds. These include parameters such as dynamic range,
linearity, gain, and offset error. Some of the mechanisms whereby these
errors arise in particular sample-and-holds are described in the next
section using specific S/H examples. In addition, a number of design
principles whereby these errors can be minimized are explained.

11.1.1 Testing Sample-and-Holds

Before describing various S/H architectures, it is appropriate to first describe a
popular method for testing S/Hs, referred to as the beat test. This test consists of
clocking the S/H at its maximum clock frequency and applying a sinusoidal input
signal that has a frequency slightly different than the clock frequency.1 The output
of this system is demodulated to a low frequency equal to the difference between
the frequency of the clock signal and that of the input signal. This low-frequency
signal is then characterized using a spectrum analyzer or by digitizing it using a
high-accuracy A/D converter clocked at the difference frequency and then ana-
lyzed using a computer. The test setup for a beat test is shown in Fig. 11.1. Example waveforms for the input signal,
the sampling signal, and the output signal of the sample-and-hold are shown in Fig. 11.2. Note that this test allows
a S/H to be characterized while operating at its maximum clock frequency, yet only a relatively low-frequency
output signal must be monitored.

1. If the circuit being tested is, in fact, a track and hold, then the output of the track and hold would be resampled by a second track 
and hold clocked on the opposite phase as the original.

Key Point:  In addition to usual analog 
performance metrics such as dynamic 
range, linearity, etc., sample-and-hold 
circuits exhibit other nonidealities 
typically characterized in terms of their 
sampling pedestal, input isolation, 
tracking bandwidth, slew rate, droop 
rate, and aperture uncertainty.

Key Point:  The beat test 
allows a sample-and-hold (or 
A/D converter) to be charac-
terized at its maximum clock 
frequency while monitoring 
only a relatively low-frequency 
output signal.

Fig. 11.1 The test setup for characterizing a sample-and-hold using a beat test.

Vin Ain 2π fsmpl Δf+( )t[ ]sin=

φsmpl

Clk

S/H

Spectrum
analyzer

A/D and
computer

Sampling clock signal with sampling frequency fsmpl

Output signal at frequency Δf
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If a computer is used for analysis, the signal would normally be curve-fitted to a sinusoidal wave at the beat
(i.e., difference) frequency. This ideal closest-fit sinusoid would then be subtracted from the measured signal, and
the error signal would be analyzed for RMS content and spectral components using a fast-Fourier transform.

It might be mentioned that a very similar test setup can be used for analog-to-digital converters, in which case
the output of the A/D converter would be digitally loaded into a computer for analysis.

11.2 MOS SAMPLE-AND-HOLD BASICS
Perhaps the simplest sample-and-hold that can be realized using a
CMOS technology is shown in Fig. 11.3. When  is high, 
follows . When  goes low,  will ideally stay constant from
then on, having a value equal to  at the instance  went low.
Unfortunately,  will have a negative going hold step at this time
caused by the channel charge of . When  turns off, its channel
charge must flow out from under its gate into its junctions. Since
this charge is negative, it will cause the junction voltages to have
negative glitches. If one assumes the source impedance at the
node  is very low, then the glitch at this node will be small and
have a very short duration. However, the negative charge that goes
to the node with  connected to it (i.e., node ) will cause a

negative voltage change that is long lasting (until the next time  turns on again). If clock  turns off fast, then
the channel charge, , will flow equally into both junctions [Shieh, 1987] since the channel becomes pinched
off at both ends (i.e., next to the junctions) while the charge is flowing out to the two junctions. The charge flowing
to the junction labelled  is therefore given by

(11.1)

where  is given by

(11.2)

Fig. 11.2 Example waveforms for the test setup of Fig. 11.1.

Input signal

Sampling signal

Output signal of sample-and-hold

Fig. 11.3 An open-loop track and ho ld
realized using MOS technology.
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Here,  is the input voltage at the instance  turns off. It should be noted here that this result assumes that the
clock signal, , goes between  and the most negative voltage in the circuit. 

The change in the voltage  is found by using the relationship , resulting in

(11.3)

Notice that  is linearly related to , which results in a gain error for the overall
sample-and-hold circuit. However, more importantly,  is also linearly related to

, which is nonlinearly related to the input signal, , due to variations in the
source-substrate voltage triggering a body effect (assuming the substrate is tied to
one of the voltage rails). This nonlinear relationship with  results in distortion for
the overall sample-and-hold circuit.

There is also an additional change in  due to the gate overlap capacitance. Using a derivation similar to that
used to find (10.8), we have

(11.4)

where  is the most negative voltage in the circuit. This component is usually smaller than that due to the
channel charge, and appears simply as an offset since it is signal independent. Therefore, this error component is
not typically important since signal-independent offsets can often be removed in most systems. However, it may
cause noise problems if care is not taken to ensure that the clock signal, , is relatively noise free. For example,
if the clock signal has power-supply noise on it due to being realized with a simple inverter tied to digital power
supplies, the power-supply rejection ratio of this circuit might be poor.

EXAMPLE 11.1

Consider the sample-and- hold of Fig. 11.3 with ,  fF/(μm)2, , and
. Assume the power supply voltage is . Find the hold step for  equal to 1 V,

and then repeat for  equal to 0.5 V. Use these estimates for errors to estimate the dc offset.

Solution
At , using (11.3), we find . At , again using (11.3), we find

. The average offset is given by

(11.5)

which is a reasonable estimate of the amount of dc offset injected in this example.

There have been a number of changes proposed to minimize the signal-dependent hold step. One approach
is to replace the n-channel switch by a CMOS transmission gate, as shown in Fig. 11.4. The idea behind this
approach is that if the size of the p-channel transistor is taken the same as the n-channel transistor, then the
charge injection due to each transistor will cancel when the transmission gate turns off. This result is somewhat
true when  is in the middle region between the power supplies, assuming the clock waveforms are fast and
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V′ Q CV=
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Key Point:  Charge injection 
causes a hold step that is 
nonlinearly related to the 
input signal, resulting in 
signal distortion.
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exactly complementary. Unfortunately, these conditions are seldom possible to achieve in practice. When the
finite slopes of the clock waveforms are taken into account, it is seen (as is explained shortly) that the turn-off
times of the transistors are signal dependent and this signal dependence causes the n-channel transistor to turn
off at different times than the p-channel transistor. Even if we ignore the errors caused by imperfect clock
waveforms, when  is closer to , the charge from the p-channel transistor is greater than that from the
n-channel transistor because of its larger effective gate-source voltage resulting in a positive hold step. The
opposite happens when the input signal is closer to the negative power supply. Seldom will these two effects
have the same magnitude in practice.

Another modification, often proposed to minimize clock-
feedthrough errors, is to add a dummy switch as shown in
Fig. 11.5 [McCreary, 1975]. The theory behind this technique is
that if the width of  is taken exactly one-half that of , and if
the clock waveforms are fast, then the charges will cancel. In
practice, it is seldom possible to have the clock waveforms
change fast enough so that the ideal ratio of widths is exactly one-
half. When the ideal ratio is not one-half, it is difficult to make the
ratio equal to the optimum required for perfect cancellation.
However, when the clock waveforms are fast, this technique usu-
ally can minimize the hold pedestal to less than about one-fifth
the value it would have without it. For this to be the case, how-

ever, it is necessary that the clock of  changes slightly after that of . This clock arrangement guarantees that
the cancelling charge of  cannot escape through  while it is still on.

Another source of error for the simple sample-and-hold of Fig. 11.3
is caused by clock waveforms having finite slopes. To understand this
error source consider the waveforms for  and  shown in Fig. 11.6.
Assume the ideal sampling time is defined to be the negative-going zero-
crossing of . The true sampling time is that when the sampling-clock

voltage passes through the value when it is one transistor threshold voltage drop above the input voltage. In
other words, transistor  of Fig. 11.3 turns off when  is  above , as shown in Fig. 11.6. Thus, when

 is high, the true sampling time is earlier than the ideal sampling time, whereas when  is low 0 V, the
true sampling time is late.

Vin VDD

Fig. 11.4 An open-loop track and hold
realized using a CMOS transmission gate.
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Q1 V′
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φclk
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Q2 Q1

Q2 Q1

Key Point:  The effective sampling 
time is related to the input signal 
due to the finite rise/fall time of the 
clock, another nonideality.
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Fig. 11.5 An open- loop track and hold realized using an n -channel switch a long with a dumm y
switch for clock-feedthrough cancellation. The size of Q2 is one-half that of Q1.
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EXAMPLE 11.2

Consider the S/H circuit of Fig. 11.3, where  is a 20-MHz band-limited signal with a 2-Vpp amplitude. Assume
that  is a 100-MHz square wave having a peak amplitude of  with linear rise and fall times of 1.5 ns.
What is the maximum uncertainty of the sampling time? Assume  is 0.8 V.

Solution
First, we note that the slope of  is , and the true sampling time is when the clock
waveform is 0.8 V greater than the input signal. 

For  equal to 1 V, the sampling transistor will turn off when  is 1.8 V, which is
 after the clock first starts to move down. 

When  is –1 V, the sampling time occurs when  is –0.2 V, which is 0.81 ns after the clock first starts to
move upward. 

Therefore, the sampling-time uncertainty is . Also, assuming the ideal sampling time is
0.75 ns after the clock first starts to move, the sampling jitter is from –0.54 ns to +0.06 ns from the ideal sampling time.

A more elaborate sample-and-hold circuit is to include an opamp in a feed-
back loop, as shown in Fig. 11.7. When the clock, , is high, the complete
circuit responds similarly to an opamp in a unity-gain feedback configuration.
When  goes low, the input voltage at that time is stored on , similarly to
a simple sample-and-hold. By including an opamp in the feedback loop, the
input impedance of the sample-and-hold is greatly increased. Another advan-
tage of this configuration is that even if the unity-gain buffer at the output has
an offset voltage, the dc error due to this buffer will be divided by the gain of
the input opamp (although the input-offset of the input opamp will remain). Thus, very simple source followers
can be used for the output buffer.

Vin

φclk 2.5 V±
Vtn

φclk 5 V( ) 1.5 ns( )⁄ 3.33 V ns⁄=

Vin φclk

0.7 V( )/ 3.33 V/ns( ) 0.21 ns=
Vin φclk

0.81 0.21– 0.6 ns=

Key Point:  The use of opamps 
and feedback can provide sev-
eral performance advantages in 
S/H circuits, although stability 
requirements generally limit 
their speed to less than that of 
open-loop S/H circuits.

Fig. 11.6 The clock waveforms for  and  used to illus trate how a finite slop e for the sa mpling
clock introduces sampling-time jitter.
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A disadvantage of the configuration shown is that the speed of operation can be seriously degraded due to the
necessity of guaranteeing that the loop is stable when it is closed. Another source of speed degradation is that
when in hold mode, the opamp is open loop, resulting in its output almost certainly saturating at one of the power-
supply voltages. When the sample-and-hold next goes back into track mode, it will take some time for the opamp
output voltage to slew back to its correct closed-loop value. This slewing time can be greatly minimized by adding
two additional transistors as shown in Fig. 11.8. During hold mode, switch  keeps the output of the first opamp
close to the voltage it will need to be at when the T/H goes into track mode. It should also be noted that this track-
and-hold configuration still has errors due to charge injection from the switch, , similar to the simple S/H of
Fig. 11.3. The errors due to finite clock rise and fall times are also similar.

A similar, but improved, configuration is shown in Fig. 11.9 [Stafford, 1974; Lim, 1991]. In this
configuration, the holding capacitor is not going to ground, but rather is placed in the feedback path of a second
opamp. This configuration has a number of desirable features. Perhaps the most important of these is due to the
fact that, assuming the second opamp has a large gain, the voltages on both sides of switch  are very nearly sig-
nal independent. Thus, when  turns off, there will still be charge injection to the left side of , which will
cause the output voltage of opamp 2 to have a positive hold step, but this hold step will be just a dc offset and will
be signal independent. In other words, the charge injection due to  will cause some dc offset but no distortion. In
addition, the sampling time will not change because of the finite slopes of the sampling-clock waveform.

Fig. 11.7 Including an opamp in a feedback loop of a sample-and-hold to increase the input 
impedance.
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Fig. 11.8 Adding an additional switch to the S/H of Fig. 11.7 to minimize slewing time.
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Another advantage is due to the inclusion of . This switch grounds the output of the first opamp during
hold mode. (If the supply voltage is unipolar, the source of Q2 should instead be connected to a mid-rail dc volt-
age, as should the positive terminal of Opamp 2.) This grounding keeps the output of the first opamp close to
the voltage it must change to when the S/H goes back into track mode. This approach greatly speeds up the time
it takes the S/H to return to track mode. The switch also greatly minimizes signal feedthrough when the S/H is
in hold mode by grounding the signal path.

A major limitation of this configuration is that the speed will be degraded because of the necessity to guarantee
stability in the track mode. This limitation is worsened since there are now two opamps in the loop along with the
on resistance of the sampling switch, , during the closed-loop phase.

Figure 11.10 shows an interesting modification of Fig. 11.9 by including some additional circuitry intended
to minimize the hold pedestal and thereby minimize the dc offset [Martin, 1987; Nayebi, 1989]. The basic idea
is to match the charge injection into  with a similar charge injection into . Since these capacitors are
chosen to have the same size, their voltage changes will match, and the common-mode rejection of the opamp
will eliminate the effects of these voltage changes on the output voltage of the S/H. The major limitation of this
approach is a second-order effect caused by a mismatch in impedance levels at the left of  and the bottom of

. Errors due to this mismatch can be minimized by including small capacitors (0.5 pF to 1 pF) between each
node and ground. These extra capacitors help keep these nodes at constant voltages while the clocks are turning
off, assuming the clock waveforms are fast. It should be mentioned that the configuration of [Nayebi, 1989] was
a fully differential design and is a very reasonable choice for many S/H applications.

Fig. 11.9 An improved configuration for an S/H as compared to that of Fig. 11.8.
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Fig. 11.10 An S/H similar to that of Fig. 11.9, but with clock-feedthrough cancellation circuitry 
added.

Vin Vout

Chld
φclk

Q1

φclk Q3

Opamp 1

Opamp 2φclk

Q2 C′hld

Chld C′hld

Q1

Q2

 

c11.fm  Page 451  Saturday, October 22, 2011  1:55 PM



452 Chapter 11 • Sample-and-Hold and Translinear Circuits

11.3 EXAMPLES OF CMOS S/H CIRCUITS
In this section, a number of CMOS S/H circuits are
described. The optimum choice for a sample-and-
hold circuit is highly dependent on the
application’s requirements and the technology
available. Therefore, choosing the best circuit is
nontrivial and a matter of ongoing research. For
these reasons, it is difficult to definitively state
which configurations are superior or inferior. 

Before proceeding, it should be noted that many
of these circuits could also be realized in a BiCMOS
technology, where a speed advantage would be
obtained by increasing the unity-gain frequency of
any opamps used. For even higher speeds, a BiC-
MOS circuit can make use of a bipolar diode bridge,
as described in Section 11.4.

The S/H circuit shown in Fig. 11.11 [Ishikawa,
1988] is intended to operate at high speeds, assuming
a high-speed opamp capable of driving resistive
loads is available. Unfortunately, in CMOS technolo-
gies, such opamps are difficult to obtain. Further-
more, the required output buffer would not only limit
speed, but could also limit the signal swing. In bipo-
lar and BiCMOS technologies, this configuration
could be a very viable alternative. When in track
mode,  is on and  is off, resulting in the sample-
and-hold acting as an inverting low-pass circuit hav-
ing a –3-dB frequency given by .
When  turns off, the output voltage will remain
constant from then on. Since the junctions of  are
always at voltages very close to ground, the clock

feedthrough of this sample-and-hold is signal independent. Also, finite clock rise and fall times do not make the
sampling time a function of the signal, either. The function of  is to minimize signal feedthrough when in hold
mode and to keep the common node of the resistive network close to the voltage required when the S/H goes back
into track mode. In the implementation described in [Ishikawa, 1988], an additional small bypass capacitor was
included in parallel to the input resistor. It was reported, and supported by analysis, that this capacitor improved
the speed of the S/H.

Another alternative is shown in Fig. 11.12 [Sone, 1993]. This track-and-hold places the opamp into a unity-
gain follower during track mode. Also, the positive input terminal of the opamp is connected to  at this time.
When the T/H goes into hold mode, the input signal is stored across , since  is turned off. At the same time,
transistor  is also turned off. Ideally, the charge feedthrough from , although signal dependent, will be
matched by the charge feedthrough from , since both are at the same voltage and have the same clock wave-
forms. For this to be true, the opamp must have a low-impedance output.2 Furthermore, the signal dependence of
the clock signals can be minimized by having clock signals that change above and below the input signal by fixed

2. This can be partially realized using a high-output impedance OTA by having a load capacitor connected to ground, but without 
having a resistor included in series with the load capacitor (as would be required if lead compensation was desired).

Fig. 11.11 An inverting track and hold.
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Fig. 11.12 A simple noninverting sample-and-hold
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amounts. As will be seen in the next section, this is not too difficult to realize using diode clamps in a bipolar or
BiCMOS technology. In a CMOS technology, it is more difficult. Regardless, the topology of Fig. 11.12 is attrac-
tive for high-speed CMOS applications that are not too demanding.

Yet another S/H architecture is shown in Fig. 11.13
[Lim, 1991]. Shown in Fig. 11.14(a) is the circuit config-
uration when the S/H is in sample mode. During this
mode, the opamp is being reset, and both capacitors are
connected between the input voltage and the virtual input
of the opamp. Thus the total capacitance that needs to be
charged or discharged during this mode is . Dur-
ing hold mode, the configuration is as shown in
Fig. 11.14(b). During this mode, the effective hold capac-
itor is the Miller capacitor given by

(11.6)

which is typically much larger than the capacitance that needs to be charged during the sampling mode. This
allows smaller capacitances and therefore smaller switches to be used than would otherwise be the case. Since
the voltage changes at the output of the amplifier are very small, it is easy to design the amplifier for very high
speed. The sampling switch, , does inject signal-dependent charge as in other open-loop architectures, but
again this is minimized by the large size of the Miller hold capacitance, especially if  is turned off slightly
before .

At lower frequencies, there are a number of sample-
and-hold architectures based on switched-capacitor tech-
nology that are often used. These S/Hs tend to be quite
accurate but not necessarily fast. A simple example is
shown in Fig. 11.15. Note how similar this S/H is to the S/
H of Fig. 11.13. During , capacitor  is connected
between the input signal source and the inverting input of
the opamp. At the same time, the inverting input and the
output of the opamp are connected together. This causes
the voltages at both of these nodes to be equal to the
input-offset voltage of the opamp, . Thus,  is
charged up to . Next, during , the opamp is
taken out of reset mode, and the capacitor  is con-
nected between the opamp output and its inverting input.
This will cause the output voltage to be equal to , irre-
spective of the input-offset voltage of the opamp. Note
that this circuit is an example of a sample-and-hold that is
not thought of as a track-and-hold circuit. Specifically,
during the sample phase, the opamp output voltage will
be very close to 0 V (or whatever reference potential is
connected to the positive opamp terminal in Fig. 11.15)
rather than tracking the input voltage. This places a
requirement on the opamp to have a very large slew rate,
or the speed is seriously degraded. Also, obviously, the
opamp output is invalid during , the sample phase.

Fig. 11.13 An open-loop architecture but with
a Miller holding capacitor.
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454 Chapter 11 • Sample-and-Hold and Translinear Circuits

An interesting variation somewhat similar to the S/Hs
of Figs. 11.13 and 11.15 adds two unity-gain buffers and two
more switches to help improve accuracy. The S/H is shown
in Fig. 11.16 [Real, 1991]. During sampling, all switches are
on except . This connects  and  together and charges
them to the input voltage. During this time, the input imped-
ance is quite large due to the inclusion of buffer . At the
same time, the opamp is being reset and the positive terminal
of the opamp is charged to 0 V. Next,  and  are turned
off, and shortly thereafter  and  are turned off. Finally,

 is turned on. This configures the circuit as shown in
Fig. 11.17. Note the similarity between this configuration
and that of Fig. 11.14(b). The unity-gain feedback holds the
output during this phase, and also the output impedance of
the S/H is very low. Because  and  turn off slightly
before  and , their clock feedthrough is not only signal
independent but largely cancels due to the common-mode
rejection of the input stage of the amplifier [Martin, 1987].
The charge injection of  and  does not affect the output
voltage. The charge injection of  is signal dependent and
does affect the output voltage, but its effect is minimized by
the loop gain similar to the S/H of Fig. 11.13.

An interesting variation on the S/Hs of Figs. 11.10 and 11.15 is the S/H shown in Fig. 11.18 from [Gatti,
1992]. This T/H has an output that is always valid and incorporates a number of features. During sample mode,
the input-offset voltage of the first opamp is stored across . At the same time,  is sampling the input
voltage, and the second opamp is holding the previously-sampled input voltage. During the next phase, the input-
offset voltage of the first opamp is eliminated, and  is connected to the output while the feedback loop is
enabled. This arrangement causes the output voltage to be equal to the just-sampled input voltage. The clock
feedthrough of switch  is cancelled by the clock feedthrough of switch . The clock feedthrough of switch 
is cancelled by the clock feedthrough of switch  and the added buffer network. The other switches ideally do not
cause appreciable errors due to clock feedthrough. The details concerning the operation of this T/H and the
required clocking waveforms are left for the interested reader to consult [Gatti, 1992].

Fig. 11.16 A recycling S/H.
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11.3 Examples of CMOS S/H Circuits 455

Yet another example of a switched-capacitor S/H is shown in Fig. 11.19 [Sooch, 1991]. This circuit combines
a sample-and-hold with a low-pass filter and was used to convert a signal from the sampled-data domain to the
continuous-time domain at the output of a high-quality audio digital-to-analog converter based on oversampling
techniques. The low-pass filtering was used to help convert from a single-bit high-frequency signal to a decimated
lower-frequency multi-bit signal. During ,  is connected between the input voltage and ground. Next, during

, it is connected between the output and the inverting input of the opamp. At this time, its charge is shared with
the charge being stored across , which came from previous samples. For low-frequency signals, the output
voltage will equal the input voltage in the steady state. Higher frequency changes in the input signal will be low-
pass filtered. For  greater than  by at least a few times, it can be shown using switched-capacitor analysis
techniques [Martin, 1980] that the –3-dB frequency of the low-pass filter is approximately given by

(11.7)

Fig. 11.17 The S/H of Fig. 11.16 when in hold mode.
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456 Chapter 11 • Sample-and-Hold and Translinear Circuits

where  is the clock frequency. While this example does not eliminate the effects of opamp finite-input voltage
offsets, unlike the previous two examples, it does have the advantage that its output is always valid.

The switched-capacitor sample-hold circuits just shown (except for that of Fig. 11.18) do have dc offsets due
to clock feedthrough from the switches connected to the inverting inputs of the opamps. However, these offsets
are largely signal independent assuming the opamp has a reasonable gain. Also, it is possible to minimize these
offsets by including a clock-feedthrough cancellation network connected to the positive input of the opamp, simi-
lar to what is described in [Martin, 1987]. Alternatively, fully differential sample-and-holds can be used, which
also helps minimize the effects of clock feedthrough.

11.4 BIPOLAR AND BICMOS SAMPLE-AND-HOLDS
In this section, bipolar and BiCMOS sample-and-hold circuits are described. It should be noted that BiCMOS
sample-and-hold circuits are often realized using the CMOS techniques previously described. Here, we look at
BiCMOS circuits more closely related to their bipolar counterparts.

Most of the early integrated bipolar sample-and-holds were based on using a diode-bridge switch, as shown
in Fig. 11.20 [Erdi, 1978]. In track mode the bias current, , is turned on and evenly divides between  and ,
as well as between  and . This current division results in a low-impedance path between the input and the
output with a small-signal impedance of , where

(11.8)

In hold mode, both current sources labelled  are turned off, leaving the hold capacitor, , open circuited.
A more practical realization of a diode-bridge track-and-hold is shown in Fig. 11.21 [Matsuzawa, 1990].

During track mode,  is at a higher voltage than , and  will be on and conducting . Half of this current
comes from the current source connected to the node . The other half comes from the current source connected
to node  after going through the diode bridge. Thus, during track mode, the diode bridge is low impedance, and
the node  will track the input signal. The output voltage will also track this node through the unity-gain output
buffer. Also, during this phase, the diodes  and  are reverse biased.

When the track-and-hold is placed in hold mode,  is turned off and  is turned on. Since  is turned off,
the current from the source connected to the node  now flows through the diode , turning it on. This causes

Fig. 11.19 A switched-capacitor sample-and-hold and low-pass filter. 
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11.4 Bipolar and BiCMOS Sample-and-Holds 457

 to be one diode drop above , which causes diodes  and  to become reverse biased. At the same time,
 will be conducting current . Half of this will come from the current source connected to node . The other

half comes from  through diode , causing it to become forward biased. Therefore,  will be one diode drop
below , and diodes  and  will be reverse biased. Thus, all the diodes in the diode bridge are reverse
biased, and the node  is disconnected from the input signal.

The circuit of Fig. 11.21 has a number of advantages compared to the simple circuit of Fig. 11.20. Perhaps the
most important of these is that the clock feedthrough is signal independent. This independence occurs because when
the diode bridge turns off, the voltage changes of nodes  and  are from a voltage closely equal to , to a voltage

Fig. 11.20 A bipolar track and hold based on using a diode bridge.
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458 Chapter 11 • Sample-and-Hold and Translinear Circuits

one diode drop below , and a voltage one diode drop above , respectively, regardless of the value of . Thus,
the charge from turning the diode bridge off, and changing the reverse-bias voltage of the diodes in the bridge, is
signal independent. Furthermore, the charge from  and  will (to a first-order degree) cancel the charge from 
and , assuming fast clock waveforms, which also minimizes the effects of charge injection. It should be men-
tioned that in many implementations, the diodes would all be Schottky diodes, which don’t have minority carrier
charge storage when they are on, and, thus, turn off faster than regular diodes and have smaller hold steps. A second
advantage of Fig. 11.21 is that the sample-time uncertainty caused by the finite slope of the clock waveforms is
greatly minimized. Finally, a third advantage of Fig. 11.21 is that when in hold mode, the signal feedthrough is sub-
stantially smaller. When the simple circuit of Fig. 11.20 is in hold mode, the diodes are turned off but are floating.
The input signal is then capacitively coupled through the junction capacitance of these reverse-biased diodes to the
hold capacitor. The magnitude of this signal feedthrough is easily calculated using the capacitor-divider formula.
This signal feedthrough is minimized in the improved circuit of Fig. 11.21, because during hold mode, nodes  and

 are connected to  through low-impedance paths consisting of conducting diodes  and , respectively.
This effectively shields the node  from the input signal during hold mode.

In the BiCMOS realization presented in [Matsuzawa, 1990], the input transistors to the unity-gain buffer
were p-channel MOS transistors that minimized the droop on the hold capacitor during hold-mode, which would
normally be caused by finite-based currents of bipolar input transistors. 

It should be noted in Fig. 11.21 that the maximum input-signal excursions during hold mode are limited to
less than two diode drops above or below the input signal voltage at the time the track and hold went into hold
mode. Otherwise, one of the diodes  or  will become forward biased, which will tend to clamp the input
signal. For high-speed track and holds, this input amplitude restriction is not usually a serious limitation as peak
signals are usually limited to be less than one volt. Furthermore, the input signal range can be increased by replac-
ing each of  and  with two series diodes. This would increase the maximum allowable signal-swing excursion
to three diode drops.

One of the major limitations of bipolar S/Hs is a droop in the voltage
being stored across a capacitor during hold mode, caused by the finite
base currents of bipolar transistors. One of the major ways of minimizing
this droop is to use fully differential approaches where the droop is the
same in both paths, and the differential signal is, to a first-order approxi-
mation, unaffected. An example of a fully differential diode-bridge-based
T/H is given in [Colleran, 1993]. In this example, the current sources were
realized using resistors, and additional circuitry was also included to mini-
mize errors introduced by these resistors.

An interesting BiCMOS S/H is shown in Fig. 11.22 [Wakayama, 1992]. This S/H uses bipolar switches that
appear similar to the diode bridge switches, but operate differently. Note that the direction of diodes  and  have
been reversed compared to the circuit of Fig. 11.20. When  is greater than , then  will be conducting .

 of this will come from  through ,  of this will come from , and  of this will come from  through 
and . Since both  and  are conducting,  will equal . Diodes  and  are reverse biased and  is
isolated from . The ratios of the currents in , , and  are accurately determined by the feedback loop
including , , , and the unity-gain buffer. When  is less than , then  will be conducting . This
will cause , , and  to turn off and , , and  to turn on. In this phase,  will be isolated from , and

 will track . Notice that the input is buffered from the holding capacitors by emitter followers (either  or
) and that the load current on the input source is constant (and equal to the base current of the emitter followers).

Also, when one output is in track mode, the other is in hold mode. This arrangement can possibly be used to effec-
tively double a data rate. Finally, as is explained in [Wakayama, 1992], during slewing the current available to charge
or discharge the holding capacitors is dynamically increased to  rather than the quiescent .

The BiCMOS S/H shown in Fig. 11.23 is referred to as a switched emitter-follower [Vorenkamp, 1992]. The
degenerated differential pair  serves as an input buffer. When in track mode, the tail current  is steered
towards ; this turns on transistors  which both serve as emitter followers. The hold capacitor  is
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11.4 Bipolar and BiCMOS Sample-and-Holds 459

therefore driven by a low-impedance buffer. When the circuit switches to hold mode, all of the tail current  is
directed away from , which turn off the emitter followers  and leave the hold capacitor. Since the current
will switch from  to  over a very narrow range of differential voltage at , the switching can occur
quickly even with a low-swing clock. Also, in hold mode all of  is directed through  and from there through
the resistor . The resulting additional voltage drop across  reduces the base voltage of , helping to turn it off
quickly. Unfortunately, even when  is off in hold mode, its finite base-emitter capacitance  provides a path
for signal feedthrough in hold mode. For this reason,  is introduced to provide signal feedthrough of the

Fig. 11.22 A BiCMOS sample-and-hold.

Vout1

Vin Chld1D1

D3

Vtrk1 Vhld1

Q1

D4

D2

Vout2

Chld2

Q2

Q3 Q4

1
IB IB IB

3IB

M1 M2 M3 M4

M5

M6 M7 Vbias

Fig. 11.23 A high-speed bipolar track-and-hold circuit [Vorenkamp, 1992].
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460 Chapter 11 • Sample-and-Hold and Translinear Circuits

same amplitude but opposite polarity, cancelling the feedthrough through . The circuit operates open-loop
and can therefore be very fast.

An alternate BiCMOS S/H is described in [Sone, 1993], which makes use of the basic architecture shown in
Fig. 11.12, except the switches are realized using bipolar switches. There have been a number of other alternative bipo-
lar and BiCMOS track and holds that have been reported in the literature. Some alternative and interesting BiCMOS
examples include [Fernandes, 1989; Robertson, 1990; and Real, 1991]. Some alternative and interesting bipolar exam-
ples include [Moraveji, 1991] and [Petschacher, 1990]. The interested reader is referred to the applicable references.

11.5 TRANSLINEAR GAIN CELL
An important analog building block for bipolar circuits is the translinear gain cell3 [Gilbert, 1968a; Gilbert,
1990]. These gain cells are useful when building circuits requiring varying gain, such as in adjustable
continuous-time filters and voltage-controlled amplifiers. They are also useful in realizing four-quadrant analog
multipliers, as will be seen in the next section.

A translinear gain cell is shown in Fig. 11.24. It has differential inputs and outputs that are current signals.
The first stage simply consists of pn junction loads, which in this case are realized by the base-emitter junctions of

 and . The second stage is a differential pair. To analyze this cell, we recall the relationship between the base-
emitter voltage and collector current,

(11.9)

Thus, ignoring the base currents of  and , we see that the voltage at the emitter of  is given by

(11.10)

3. These four transistor gain cells are also commonly called two-quadrant multipliers or Gilbert gain cells.

Cbe6

Fig. 11.24 A four-transistor gain cell. The output current, , is a scaled version of .
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11.5 Translinear Gain Cell 461

where . For , we have

(11.11)

Now, assuming  and  are matched such that , and defining  to be the difference between  and
, we have

(11.12)

Note that this voltage difference, , does not depend on the scale current, .
To analyze the current output from the differential pair of  and , we recall from Section 3.10 that the

large-signal emitter currents through a differential pair are given by

(11.13)

Therefore, the collector current, , is equal to

(11.14)

and for , we have

(11.15)

In a similar manner,  is equal to

(11.16)

Finally, the output current, , is given by

(11.17)

In other words, the output current is equal to a scaled version of the input current where the scaling factor is deter-
mined by the ratio of two dc bias currents,  and .

An important point to note here is that not only is the difference between 
and  linearly related to the input current, but also each of  and  is also lin-
early related (except for the dc bias current). This result is important since it implies
that even if the difference between these two currents is not taken precisely, it does
not affect the linearity of the overall circuit. Furthermore, note that the gain and lin-
earity are not dependent on any transistor parameters such as  or . However, one
should be aware that there are mechanisms that will create distortion in a gain cell,
such as mismatches between transistors and the occurrence of linear resistances in the pairs  and .
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462 Chapter 11 • Sample-and-Hold and Translinear Circuits

EXAMPLE 11.3

Consider the gain cell shown in Fig. 11.24 where  is fixed to a bias current of , while  varies such that
the gain changes from  to . What are the extreme values of  needed? Also, what is the maximum peak cur-
rent that should be used for , assuming all transistors should remain in the active region with at least  of
emitter current?

Solution
Making use of (11.17), when a gain of  is needed,  should be one-half of , which is . When a gain of

 is needed,  should be four times that of , which is . Therefore, the extreme values of  are 
and .

The maximum peak current of  is found by noting that the emitter currents of either transistors  or 
should not go below . Since they are biased with  each, the peak current of  should be less than

. Note that if  were varied while  remained fixed, the maximum peak level of  would change as 
was varied.

11.6 TRANSLINEAR MULTIPLIER
A translinear multiplier4 is one approach for realizing a four-quadrant multiplier circuit. Multiplier circuits are
useful in a variety of applications, such as frequency modulators in communication systems or phase detectors in
phase-locked loops. They rely upon the hyperbolic tangent voltage-current relationship of the bipolar differential
pair, repeated here from (8.81)

(11.18)

Hence, the differential output current is linearly related to the emitter current
. The principle of operation is to precede the differential pair input with an

inverse hyperbolic tangent nonlinearity (also provided by bipolar transistors),
and then to superimpose the second input onto the differential pair’s tail
current, resulting in a linear multiplication of the inputs. If both of the inputs
to be multiplied are differential, two differential pairs are used.

One implementation of a translinear multiplier using two translinear gain
cells is the six-transistor circuit in Fig. 11.25 [Gilbert, 1968b]. We can

analyze this multiplier by making use of the results for the gain-cell circuit just discussed preceding. Note that the
preceding multiplier circuit is effectively two gain-cell circuits with their output signals cross-coupled. Specifi-
cally, one gain cell consists of the two differential pairs  and , while the other gain cell consists of the
differential pair  and makes use of the same voltage generating pair, . Thus, recognizing the similar-
ity of this circuit with that of Fig. 11.24 and making use of (11.15) and (11.16), we find the following four collector
currents:

(11.19)

4. A translinear multiplier is also commonly called a Gilbert multiplier or an analog multiplier.
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(11.20)

(11.21)

(11.22)

Note here that we have made the substitutions of signal currents, , in what was simply a bias current of 
in Fig. 11.24. In addition, once again these four collector currents are linear in  if  remains a constant value and
linear in  if  remains constant. To find the output currents, we combine collector currents to obtain

(11.23)

and

(11.24)

and taking the difference of these two equations results in

(11.25)

Thus, we see that the output signals are linear with respect to  and can be scaled by the ratio . Also, note that
 can be made positive or negative (as it is the amount of the bias current deviation from ), and so the output

current, , is a scaled positive or negative version of . A similar result occurs with respect to the output signal
and . Thus, this multiplier is called a four-quadrant multiplier. Recall that a gain cell can only scale  with
respect to the ratio of two positive bias currents and is therefore only a two-quadrant multiplier.

If voltage inputs, rather than current inputs, are desired, then one can precede the multiplier with voltage-to-
current converters. The simplest of these are differential pairs having emitter degeneration, as shown in
Fig. 11.26. More linear, but more complicated, voltage-to-current converters include local feedback to eliminate
distortions due to the modulation of the base-emitter voltages. Examples of these circuits are given in Chapter 12,
where continuous-time filters are discussed.

Fig. 11.25 A six-transistor translinear multiplier.
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EXAMPLE 11.4

Consider the translinear multiplier circuit shown in Fig. 11.25, where  and  are fixed bias currents of 
and , respectively. If  is the gain-controlling current, what is that maximum gain for , assuming all
transistors should remain in the active region with at least  of emitter current?

Solution
To maintain  of current through  or , the magnitude of  should be limited to . As seen from
(11.25), such a limit results in the peak gains being . A gain of zero would occur if collector currents of 
and  were equal.

Note that this multiplier circuit cannot get gain from  to , while gain is possible if the input signal is taken
to be .

The translinear multiplier may also be adapted to implementation in CMOS. The effort is challenging
because MOSFETs do not provide an exponential voltage-current relationship in active mode, so for high accu-
racy compensating nonlinearities are introduced. See, for example, [Soo, 1982].

11.7 KEY POINTS
• In addition to usual analog performance metrics such as dynamic range, linearity, etc., sample-and-hold circuits

exhibit other nonidealities typically characterized in terms of their sampling pedestal, input isolation, tracking
bandwidth, slew rate, droop rate, and aperture uncertainty. [p. 445]

• The beat test allows a sample-and-hold (or A/D converter) to be characterized at its maximum clock frequency
while monitoring only a relatively low-frequency output signal. [p. 445]

• Charge injection causes a hold step that is nonlinearly related to the input signal, resulting in signal distortion.
[p. 447]

Fig. 11.26 The six-transistor translinear multiplier with a degenerated input differential pair to 
perform voltage-to-current conversion of input 2.

Q1 Q2

Q3 Q4Q5 Q6

I1 i1+ I1 i1–

I2 i2– I2 i2+

I2 io+ I2 io–

(Input 1)
(Output)

(Input 1)

(Input 2)
+v2 v– 2

(Input 2)

I1 I2 100 μA
200 μA i1 io i2⁄

20 μA

20 μA Q5 Q6 i1 80 μA
0.8± Q5

Q6

i2 io
i1
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• The effective sampling time is related to the input signal due to the finite rise/fall time of the clock, another non-
ideality. [p. 448]

• The use of opamps and feedback can provide several performance advantages in S/H circuits, although stability
requirements generally limit their speed to less than that of open-loop S/H circuits. [p. 449]

• S/Hs suffer from voltage droop in hold mode when bipolar transistors draw base currents from the hold capaci-
tors. The droop can be reduced by using MOSFETs instead, or by using a differential signal path so that both
sides exhibit similar droop. [p. 458]

• Translinear gain cells are important blocks in analog bipolar design, capable of providing very linear variable
gains and analog multipliers. [p. 461]

• Analog multiplication can be performed by superimposing an input signal on the tail current of a bipolar differ-
ential pair. If both of the inputs to be multiplied are differential, two differential pairs are needed. [p. 462]
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11.9 PROBLEMS
Unless otherwise stated, assume the following:

• n-channel MOS transistors:

 in active region,

• p-channel MOS transistors:

 in active region, 

11.9.1 Section 11.1: Performance of Sample-and-Hold Circuits

11.1 A S/H circuit has a droop rate of 15 V/s. Assuming the circuit spends 50% of its time in hold mode and a clock 
frequency of 10 MHz, how much droop is observed on each clock cycle?

11.2 A S/H circuit is tested at a clock frequency of 20 MHz with a 21-MHz input signal. At what frequency is the 
output?

μnCox 92 μA V2⁄=
Vtn 0.8 V=
γ 0.5 V1 2⁄=
rds  Ω( ) 8,000 L μm( ) ID mA( )⁄=
Cj 2.4 10 4–×= pF μm( )2⁄
Cj-sw 2.0 10 4–×= pF μm⁄
Cox 1.9 10 3–×= pF μm( )2⁄
Cgs overlap( ) Cgd overlap( ) 2.0 10 4–× pF μm⁄= =

μpCox 30 μA V2⁄=
Vtp 0.9– V=
γ 0.8 V1 2⁄=
rds Ω( ) 12,000 L μm( ) ID mA( )⁄=
Cj 4.5 10 4–×= pF μm( )2⁄
Cj-sw 2.5 10 4–×= pF μm⁄
Cox 1.9 10 3–×= pF μm( )2⁄
Cgs overlap( ) Cgd overlap( ) 2.0 10 4–× pF μm⁄= =
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11.9.2 Section 11.2: MOS Sample-and-Hold Basics and Section 11.3: Examples of 
CMOS S/H Circuits

11.3 Using the transient analysis of SPICE with a sinusoidal input signal of 2 V peak-to-peak, find the offset, 
gain, and linearity error of the simple S/H of Fig. 11.3.

11.4 For the T/H of Fig. 11.4, assume  is a 20-MHz sinusoid with a 2 Vp-p amplitude. Also assume that  is 
a 100-MHz square wave having a peak amplitude of  with rise and fall times of 1.5 ns. What is 
the maximum time difference between the turn-off times of the n-channel and p-channel transistors? Ignore the 
body effect.

11.5 The T/H of Fig. 11.5 has transistors that are  and a 1-pF hold capacitor. Assume the clock wave-
forms are fast enough that the channel charge of the transistors is evenly distributed between the two junctions. 
Compare the final hold pedestal between the case when the dummy switch turns on substantially before the 
sampling switch turns off, and the case when it turns on substantially after the sampling switch.

11.6 Assume the second stage of the S/H of Fig. 11.10 has a gain of –30 and a unity-gain frequency of 100 MHz. Also 
assume the input signal is a 5-MHz sinusoid with a 2 Vp-p amplitude and the clock signals are at 20 MHz and go 
between +2.5 V and –2.5 V, with rise and fall times of 1.5 ns. What is the sampling time uncertainty?

11.7 Assume the S/H of Fig. 11.12 is being realized in a BiCMOS process. This means that diodes and BJT transistors 
are available. Design a clock-driver circuit so that the clock voltages go from two diode drops above the input volt-
age (in track mode) to two diode drops below the output voltage (in hold mode).

11.8 Assume the opamp in the S/H of Fig. 11.15 has a finite gain of . Derive the output voltage in terms of  and  
during hold mode (i.e., when  is high).

11.9 Derive the output voltage of the S/H of Fig. 11.19 at the end of  in terms of the input voltage at the end of , the 
output voltage at the end of  from the previous period, and the capacitor ratio . Take the -transform of this 
difference equation, and substitute  to find the frequency-domain transfer function of the S/H. Making 
the assumption that  for , where  is the sampling frequency, show that

11.9.3 Section 11.4: Bipolar and BiCMOS Sample-and-Holds

11.10 Assume the S/H of Fig. 11.21 has each of  and  replaced by two diodes in series. Show the voltages at all 
nodes for the cases of sampling a 1 V input and a –1 V input for before as well as after track mode.

11.11 In the S/H of Fig. 11.23, show that the hold-mode feedthrough from the base of  to the output is given by

and that, therefore, feedthrough is eliminated if .

11.9.4 Section 11.5: Translinear Gain Cell

11.12 Consider the gain cell shown in Fig. 11.24, where  is fixed to a bias current of  while  varies such that 
the gain changes from  to . What are the extreme values of  needed? Also, what is the maximum peak cur-
rent that should be used for , assuming all transistors should remain in the active region with at least  of 
emitter current?

Vin φclk

2.5 V±

10 μm 0.8 μm⁄

A0 Vin A0

φ2

φ2 φ1

φ1 C1 C2⁄ z
z ejωT=

ejωT 1 jωT+≡ ω << 1 T⁄( ) fclk= fclk

f–3 dB
1

2π
------C1

C2

------fclk≅

D5 D6

Q6

Afeedthrough
Cbe6

Chld Cbe6+
-------------------------- 1 CF

Cbe6

----------–⎝ ⎠
⎛ ⎞=

CF Cbe6=

I2 200 μA I1

0.5 4 I1

io1 20 μA
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11.9.5 Section 11.6: Translinear Multiplier

11.13 Consider the translinear multiplier shown in Fig. 11.25, where , , and  is set such 
that the gain . If a common-mode noise signal of  appears on , what is the size of the output 
signal due to that noise signal? Repeat for a common-mode noise signal on .

11.14 Repeat Problem 11.13 when the β’s of the transistors’ worst-case mismatch is 5 percent.
11.15 Design a four-quadrant translinear multiplier having differential voltage-current conversion stages based on 

emitter degeneration at both inputs and a differential voltage output. All transistors should be biased at 0.2 mA. 
Design the multiplier so that when both differential inputs are 1 V the differential output should be 1 V. Assume a 
5-V power supply is available.

I1 100 μA= I2 200 μA= i1

io i2⁄ 0.5= 5 μA I1

I2
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469

Continuous-Time Filters

Integrated analog filters can be realized in either discrete time or continuous time. Discrete-time filters and signal
processing are addressed in Chapter 13 and their implementation, switched-capacitor circuits, are discussed in
Chapter 14. In switched-capacitor circuits, although the signals remain continuous in voltage (i.e., they are never
quantized) they require sampling in the time domain. Because of this time-domain sampling, the clock rate must
always be at least twice that of the highest frequency being processed to eliminate aliasing. In fact, typically the
clock rate is much greater than twice the signal bandwidth, to reduce the requirements of an anti-aliasing filter. As
a result, switched-capacitor filters are limited in their ability to process high-frequency signals.

This chapter focuses on continuous-time filtering. As their name suggests,
continuous-time filters have signals that remain continuous in time and that
have analog signal levels. Since no sampling is required, continuous-time filters
have a significant speed advantage over their switched-capacitor counterparts.
However, continuous-time filters do have some disadvantages. One is their need
for tuning circuitry. Tuning is required because their filter coefficients are deter-
mined by the product of two dissimilar elements, such as capacitance and resis-
tance (or transconductance) values. Thus, whereas switched-capacitor filter
coefficients are determined by capacitance ratios and therefore have accuracies
of 0.1 percent, integrated continuous-time coefficients are initially set to only
about 30-percent accuracy! Fortunately, tuning circuitry can set the filter coeffi-
cient accuracy to around 1 percent at the cost of more (and sometimes complex) circuitry, as we will see in Section
12.9. Another practical disadvantage exhibited by most continuous-time filters is their relatively poor linearity and
noise performance. Although low-frequency switched-capacitor filters have been realized with nonlinear distortion
and noise performance better than 90 dB, high-frequency continuous-time filters typically have distortion plus
noise performance not much better than 60 dB (often it is much worse). However, there are numerous high-speed
applications in which distortion and noise performances are not too demanding, such as many data communication
and video circuits.

12.1 INTRODUCTION TO CONTINUOUS-TIME FILTERS
The basics of first- and second-order transfer functions were presented in
Section 4.1. In analog filters, these transfer functions are realized by combi-
nations of integrators, summers, and gain elements. These are the funda-
mental building blocks of integrated continuous-time filters. Combining
these elements, any rational transfer function may be realized.

Key Point:  Continuous-time 
integrated analog filters pro-
cess signals that are both con-
tinuous in amplitude and time. 
Discrete-time analog filters 
process signals sampled in 
time, and therefore generally 
operate on lower-frequency 
signals than their continuous-
time counterparts.

Key Point:  Integrators, summers, 
and gain stages are the fundamen-
tal building blocks of analog 
filters.
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Any rational transfer function with real-valued coefficients may be fac-
tored into first- and second-order terms that also have real-valued coeffi-
cients, so any order filter can be realized by cascading first- and second-order
sections. Such a cascade is common in practice, and we therefore restrict our-
selves to a discussion of first- and second-order filters here.

12.1.1 First-Order Filters

A block diagram for a general first-order continuous-time filter is shown in Fig. 12.1. It
is composed of one integrator, one summer, and up to three gain elements. In general, the
number of integrators required is equal to the order of the desired transfer function.

It can be shown that the transfer function for this block diagram is given by

(12.1)

It has a real pole at a frequency . To ensure the pole is in the left half of the -plane, the value of  must be
positive. The dc gain is , and the gain at very high frequencies is .

12.1.2 Second-Order Filters

Second-order filters are also called biquadratic filters or biquads for short because in their most general form their
transfer function is the ratio of two quadratic polynomials. The block diagram of a practical implementation is
shown in Fig. 12.2. The transfer function for this second-order filter is given by

Key Point:  Any rational transfer 
function with real-valued coefficients 
may be factored into first- and 
second-order terms and, therefore, 
implemented as a cascade of 
first- and second-order filters.

Key Point:  One integrator 
is required for each pole in 
an analog filter.

Fig. 12.1 A block diagram of a general first-order continuous-time filter.

Vin s( ) Vout s( )1 s⁄

k1s

k0

ωo–

H s( ) Vout s( )
Vin s( )
----------------≡ k1s k0+

s ω0+
-------------------=

ω0 s ω0

H 0( ) k0 ω0⁄= H ∞( ) k1=

Fig. 12.2 A block diagram of a general second-order (biquadratic) continuous-time filter.

ω– o Q⁄

Vin s( ) Vout s( )

k1

ko ωo⁄ ωo

ω– o

1 s⁄ 1 s⁄

k2s
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(12.2)

The system’s poles, like any linear system, can be determined by
considering the system’s undriven behavior, , and are there-
fore independent of the feed-in gains, . Two integrators are
needed to realize the two poles. To ensure stability,  must be
positive, which implies that one of the two integrators in Fig. 12.2
must have negative feedback around it, making it lossy. A large
feedback coefficient  implies a very lossy integrator and,
therefore, a low -factor. With  the two poles are real,
whereas with  the poles form a complex-conjugate pair arranged as illustrated in Fig. 4.9.

The numerator of (12.2) and hence the zeros of the biquad are determined by the feed-in gains . By omit-
ting some of the feed-in branches of Fig. 12.2, it can be used to realize either low-pass, high-pass, or band-pass
biquads.

EXAMPLE 12.1

Find the gain coefficients in the biquad of Fig. 12.2 required to realize a low-pass transfer function with a dc gain
of 6 dB, , and a 3-dB bandwidth of  rad/sec.

Solution
A low-pass biquad is obtained with .

(12.3)

The 3-dB bandwidth is the frequency at which the magnitude of the denominator is  times larger than its dc
value, which for  is the solution to

(12.4)

Hence, in this case . Finally, for a dc gain of 6 dB, . The block diagram of Fig. 12.2
may be simplified somewhat by incorporating a gain  into each integrator, resulting in the biquad of Fig. 12.3.

12.2 INTRODUCTION TO Gm-C FILTERS
This section gives a brief introduction to Gm-C filters. We will see here that the main circuit building blocks of
Gm-C filters are transconductors. The basic functions of transconductors are described in this section, and circuit
techniques for realizing transconductors are presented in the following sections.

H s( ) Vout s( )
Vin s( )
----------------≡ k2s

2 k1s ko+ +

s2 ωo

Q
------⎝ ⎠
⎛ ⎞ s ωo

2+ +

---------------------------------------=

Key Point:  A popular biquad implementa-
tion is two integrators in a loop, one being 
lossy. The gains around the loop determine 
its resonant frequency, the integrator loss 
determines the Q-factor, and the input 
gains and locations determine the transfer 
function zeros and gain.

Vin 0=
k1 2 3, ,

ω0 Q⁄

ω0 Q⁄
Q Q 1 2⁄<

Q 1 2⁄>
k1 2 3, ,

Q 1 2⁄= ω3-dB 106=

k1 k2 0= =

H s( ) ko

s2 ωo

Q
------⎝ ⎠
⎛ ⎞ s ωo

2+ +

---------------------------------------=

2
Q 1 2⁄=

ω3-dB
2– j 2ω0ω3-dB ωo

2+ + 2ωo
2=

ω3-dB⇒ ω0=

ω0 106= k0 ω0
2⁄ 2= k0⇒ 2ω0

2=
ω0
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12.2.1 Integrators and Summers

An integrator is the main building block for most continuous-time fil-
ters. To realize an integrator in Gm-C technology, a transconductor and
a capacitor can be used as shown in Fig. 12.4. A transconductor is
essentially a transconductance cell (an input voltage creates an output
current) with the additional requirement that the output current be lin-
early related to the input voltage . Here, the output of the transconduc-
tor is the current , and, in the ideal case, both the input and output

impedance of this block are infinite. The output current is linearly related to the differential input voltage signal by
(12.5)

where  is the transconductance of the cell. It should be re-emphasized that this relationship is different from
that of an operational-transconductance amplifier (OTA) in that here, the output current should be linearly
related to the input voltage. In addition, a transconductor should have a well-known (or at least controllable)
transconductance value. In the case of an OTA, the transconductance does not necessarily need to be a linear
function of the input voltage or a well-controlled value (though usually the transconductance value should be as
large as possible).

This output current is applied to the integrating capacitor, , resulting in the voltage across  being given by

(12.6)

Defining  to be the unity-gain frequency of the integrator, we can write

(12.7)

Fig. 12.3 The biquad filter of Example 12.1.

1– Q⁄ 2=

Vin s( ) Vout s( )
ko ωo

2⁄ 2= 1

1–

ωo s⁄

106 s⁄=

ωo s⁄

106 s⁄=

Key Point:  In Gm-C filters, integra-
tors are realized with a transconduc-
tor, which produces a output current 
proportional to the input voltage, and 
a capacitor, which integrates the cur-
rent to produce the output voltage.

Fig. 12.4 A single-ended Gm-C integrator.
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Thus, we see that the output voltage is equal to the integration of the differential input voltage multiplied by the
integrator unity-gain frequency, which is given by

(12.8)

To realize a more general integrator/summer circuit, one need only con-
nect multiple transconductors in parallel since the output currents all sum
together. An example of a three-input integrator/summer circuit is shown in
Fig. 12.5.

EXAMPLE 12.2

What transconductance is needed for an integrator that has a unity-gain frequency of , assuming a 
integrating capacitor?

Solution
Rearranging (12.8), we have

(12.9)

Note that this transconductance value corresponds to

(12.10)

which, not surprisingly, is related to the unity-gain frequency by

(12.11)

In other words, the required transconductance value is the inverse of the resistance value needed to form an
 time constant that corresponds to the desired unity-gain frequency.

ωti
Gm

C1

-------=

Key Point:  Current signals are 
readily summed by simply short-
ing them together.

Fig. 12.5 A three-input, single-ended integrator/summer circuit.
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---------- Gm1V1 Gm2V2– Gm3V3+( )=
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12.2.2 Fully Differential Integrators

Although the preceding blocks have all been shown with single-ended sig-
nals,1 in most integrated applications it is desirable to keep the signals fully
differential. As discussed in Section 6.7, fully differential circuits have better
noise immunity and distortion properties. Thus, fully differential circuits are
the primary focus of the remainder of this chapter.

A fully differential transconductor has two outputs—one positive output
(current flowing out for a positive input voltage) and one negative output (current flowing in for a positive input
voltage). With this new degree of freedom (having two outputs instead of just one), a fully differential integrator
can be realized in one of two ways, as shown in Fig. 12.6.

Note that the integrator shown in Fig. 12.6(a) requires one-fourth the capacitance needed for the integra-
tor of Fig. 12.6(b) to achieve the same integrator coefficient. Although at first glance, this increase in size
appears to be a disadvantage of the circuit shown in Fig. 12.6(b), it should be mentioned that fully differential
circuits require some method of common-mode feedback. This requirement is due to the fact that, although
the differential signal remains stable due to connections of the filter feedback network, the common-mode sig-
nal is free to drift if it is not also controlled using some feedback circuit. As a result, one must also be con-
cerned with the stability of the common-mode feedback circuit. Since dominant pole compensation using
capacitors on the output nodes is often used to stabilize the common-mode network, the integrator shown in
Fig. 12.6(b) has the advantage that the integrating capacitors, , can also be used for this purpose. Also,
recall that the single capacitor of the integrator shown in Fig. 12.6(a) must be realized using integrated capac-
itors, and thus top- and bottom-plate parasitic capacitances exist. Since the bottom-plate parasitic capacitance
can be quite large (up to 20 percent of the capacitance value), to maintain symmetry,  is often realized using
two parallel capacitors, as shown in Fig. 12.7. We take the parallel combination of the two capacitances,

1. The transconductor input may be differential, but its output is single ended, and single-ended signals are typically applied to the 
transconductor inputs.

Key Point:  Fully-differential 
circuits are often preferred in 
analog integrated circuits as 
they provide improved linearity 
and noise immunity.

Fig. 12.6 Fully differential Gm-C integrators: (a) single capacitor, (b) two capacitors.
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12.2 Introduction to Gm-C Filters 475

which equals , and include the effect of the parasitic capacitances, , to obtain the output voltage, given by

(12.12)

Thus, we see here that the parasitic capacitances affect the integration coefficient and must be taken into account.

12.2.3 First-Order Filter

A single-ended Gm-C filter that realizes the first-order filter depicted in Fig. 12.1 is
shown in Fig. 12.8. Note that the gains in Fig. 12.1 are provided by the transcon-
ductors, the integration is performed by the capacitor , and the capacitor 
corresponds to the differentiating feed-in path  in Fig. 12.1.

The transfer function for this first-order Gm-C filter is found by writing a cur-
rent equation for the output node, :

(12.13)

Rearranging to find , we have

(12.14)

Fig. 12.7 A fully differential integrator maintaining symmetry and showing parasitic capacitances.
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Key Point:  Differentiating 
signal paths are sometimes 
provided by capacitive
feed-ins.

Fig. 12.8 A single-ended first-order Gm-C filter.
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Equating (12.14) with (12.1) results in the following relationships:

(12.15)

(12.16)

(12.17)

It should be noted from (12.15) that, for  to remain a positive value, the term  must satisfy
. What this restriction implies is that the shown circuit cannot realize a filter that has a high-frequency

gain that is either negative or greater than 1. Such a result should come as no surprise since the high-frequency
gain of this circuit is simply a capacitor-divider circuit, and hence the restriction on .

Finally, the equivalent fully differential first-order Gm-C filter is shown in Fig. 12.9. Note that capacitor sizes
are doubled here, in relation to the single-ended case, so that the same design equations occur. Also note that the
same restriction holds on , although a negative value of  can be realized by cross-coupling the feed-in capaci-
tor pair, .

EXAMPLE 12.3

Based on Fig. 12.9, find component values for a first-order filter with a dc gain of 0.5, a pole at , and a
zero at . Assume the integrating capacitors are sized .

Solution
A first-order filter with a zero at  and a pole at  is given by

(12.18)

The leading coefficient is determined by setting the dc gain to 0.5, resulting in . Thus, we have

(12.19)

and equating this transfer function to (12.1) results in

(12.20)

(12.21)

(12.22)
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CX k1
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k1

Fig. 12.9 A fully differential general first-order Gm-C filter.
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Using the design equations shown in Fig. 12.9, we find

(12.23)

(12.24)

(12.25)
where , as given.

12.2.4 Biquad Filter

A fully-differential biquadratic Gm-C filter is shown in Fig. 12.10. The transfer function of this biquad filter is
found to be given by

(12.26)

Equating the coefficients of (12.2) and (12.26) results in

(12.27)

(12.28)

(12.29)

CX 2 pF 0.25
1 0.25–
-------------------× 0.667 pF= =

Gm1 2π 107× 2.667 pF× 0.168 mA V⁄= =

Gm2 4π 107× 2.667 pF× 0.335 mA V⁄= =

CA 2 pF=

Fig. 12.10 A general second-order filter using fully differential Gm-C techniques.
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and

(12.30)

For , we note that

(12.31)

and so, by using (12.30), we can solve for , resulting in

(12.32)

Although the preceding equations are for analyzing a given circuit, they can also be used for design, resulting
in the following design equations:

Note that for this design, there is a restriction on the high-frequency gain coefficient, , similar to that occurring
in the first-order case.

EXAMPLE 12.4

Find the transconductance and capacitor values for a second-order filter that has a bandpass response with a center
frequency of , a  value of 5, and a center frequency gain of 1. Assume that .

Solution
A bandpass transfer function has the form

(12.33)

where  is the gain at the center frequency. Using the facts that  and , we find

(12.34)

Since  and  are zero, we have  and 

(12.35)

(12.36)
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12.3 Transconductors Using Fixed Resistors 479

and, in this case, 

(12.37)

12.3 TRANSCONDUCTORS USING FIXED RESISTORS
Two similar approaches for using resistors to linearize the relationship between differential input voltage and out-
put current of a differential pair of transistors are shown in Fig. 12.11. To understand the basic operation of the
two circuits, we first make the simplifying assumption that the  voltages of the transistors are constant. As a
result, we see that the differential input voltage, , appears across the two  resistors in Fig. 12.11(a) and
across  in Fig. 12.11(b). Thus, the drain current  is given by

(12.38)

and the drain current  is given by

(12.39)

Then defining  to be the difference in the drain currents from  (as shown), we have

(12.40)

Gm3 Gm5 k1CB 50.27 μA/V= = =

Fig. 12.11 Fixed transconductors using resistors. The circuit in (a) has smaller common-mode range 
and output swing than the circuit in (b) due to bias currents flowing through the  resistors.
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480 Chapter 12 • Continuous-Time Filters

Thus, we see that the transconductance of these two differential input
circuits is a fixed value of . One important difference between the
two fixed transconductors of Fig. 12.11 is that, in the case of , a bias
current of  flows through the two  resistors in Fig. 12.11(a),
whereas no bias current is flowing through  in Fig. 12.11(b). As a
result, the common-mode voltage of Fig. 12.11(b) can be closer to ground.
For example, if a bias current of  is used together with

, then the voltage drop across each of the two  resistors
would result in 1 V less of common-mode range. It should be noted here

that the common-mode input voltage must be far enough above ground to account for the largest expected differ-
ential input voltage, . Specifically, one must ensure that the circuit remains functional while the gate on one
side of the differential pair is lower than the common-mode voltage by .

A simple estimate of the maximum differential input range for both these circuits can be found by determin-
ing how much voltage exists across the linearizing resistors at the point where one transistor just turns off. For
example, in Fig. 12.11(a), when  turns off due to a large positive input voltage, all of  flows through 
on the left and nothing flows through  on the right. Thus, the voltage at the center of the two resistors equals
that of the source of  (since no current flows right), and the maximum input voltage equals that voltage across
the left  resistor, giving 

(12.41)

A similar argument gives the same maximum input voltage for the circuit of Fig. 12.11(b). It should be noted here
that this simple estimate does not take into account that significant distortion occurs when this maximum input
voltage is applied. Specifically, at , one of the two transistors will be off, implying that  has not
remained a relatively constant value, as we assumed earlier in this section. Typically, the maximum input range
that applies to the preceding fixed transconductors might be one-half that of (12.41), or, equivalently, .

So far, we have assumed that the transistor’s  voltages remain constant. Such an assumption is reasonably
valid if the MOSFETs are replaced by bipolar transistors as shown in Fig. 12.12 due to the exponential current-
voltage relationship of bipolar transistors. However, it is less accurate with a MOFET differential pair, whose

Key Point:  Source-degenerating a 
differential pair with a resistor lin-
earizes the relationship between 
differential input voltage and out-
put current. The result is a trans-
conductor with a value 
approximately equal to the degen-
eration resistance.
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Fig. 12.12 Bipolar implementations of the transconductors shown in Fig. 12.11.
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12.3 Transconductors Using Fixed Resistors 481

gate-source voltage changes appreciably with input voltage. In either the MOS or bipolar circuits, the assumption
is reasonable when one restricts the minimum drain (or collector) current, , in either transistor to be that
which keeps the small-signal transconductance, , large enough to ensure , recalling that 

(12.42)

For the bipolar circuit, we have the simpler requirement,

(12.43)

or equivalently,

(12.44)

For example, if  and , the minimum emitter current in either transistor should be
much greater than . A good question is, How much is “much greater than”? The answer to this question
depends on how much distortion can be tolerated since, when  becomes a comparable size to , the
varying  or  voltage will result in the output current, , being a significant nonlinear function of the input
voltage, . For example, if the maximum value of  goes to 10 percent of that of  when the maximum
applied input voltage is , then a linearity deviation of about 3 percent occurs. Thus, to attain a high lin-
earity with the preceding circuits, the bias currents should be large and the input signal should be small (to ensure
large values of ). Of course, the use of small input signals may result in noise becoming a problem. 

In applications in which a moderate amount of nonlinearity can be tolerated,  might be chosen similar in
size to the nominal bias value of . In this case, the overall transconductance of this transconductor is most
easily found using the hybrid T model for the input transistor pair. With such an approach, the output current is
more accurately described by

(12.45)

Note that (12.45) reduces to (12.40) when  is chosen much larger than . In summary, a more accurate for-
mula for the transconductance of the circuits of Fig. 12.11 (and Fig. 12.12) is

(12.46)

EXAMPLE 12.5

Consider the circuit of Fig. 12.12(b), where  (such that  ) and the maximum
differential input voltage is . Choose an appropriate bias current, , such that , and
find a more precise value for . Find the new value of  and  if the constraint  is used
instead.

Solution
In the first case, we have . Thus, in the case of  , we require that ,
which is attained for an emitter current of 

(12.47)
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For this same input voltage, the resistor current is approximately
(12.48)

and since the current through  plus  must equal  (according to the node currents at the emitter of ), we have

(12.49)
In other words, a minimum bias current of  should be chosen. For this value of bias current, the nominal
value of  is given by

(12.50)

resulting in 

(12.51)

For the case , one finds  and  . Note here that the nomi-
nal value of  is now only , which is significantly less than . Although this second design will have less
distortion than the first (about 10 times better), it uses much more power. Next, we look at using feedback to
improve distortion without resorting to large bias currents.

One way to improve the distortion properties of the preceding fixed transconductors without using large bias cur-
rents and small input signal levels is to use an extra pair of amplifiers, as shown in Fig. 12.13. Here, the virtual ground
in each opamp forces the source voltages of  and  to equal those of  and . As a result, the input voltage
appears directly across  and does not depend on the  voltages of  and . Thus, the transconductance of
this circuit is given by

(12.52)

It should be mentioned here that the opamps can be quite simple (typically, a single stage) because they merely
improve an input stage that is already reasonably linear.
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Fig. 12.13 Improving the linearity of a fixed transconductor through the use of opamps.
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12.3 Transconductors Using Fixed Resistors 483

Another method for improving the linearity of a fixed transconductor is
to force constant currents through  and , as shown in Fig. 12.14 for a
bipolar input pair [Koyama, 1993]. Here,  flows through each of  and

 so that  and  are fixed, while  and  have varying
collector currents corresponding to the current flow through . The output
currents can then be obtained at the collectors of  and , which mirror
the current through  and . Thus, assuming the current mirror transis-
tors consisting of  and  are equal in size to those of  and , the transconductance of this cell is given by

(12.53)

If the current mirror transistors are scaled in relation to  and , then the transconductance for this cell is also
scaled by the same amount. 

It should be noted that simple diode-connected transistors are not used at  and  since a feedback circuit is
required to set the voltage level at the collectors of  and  without drawing much current. The feedback loop
occurs as follows: If the voltage at the collector of  increases because  is less than , then  also
increases, forcing more current through  and  until  once again equals . Although the circuit shown
results in each of  and  collector voltages being set to two diode drops above ground (i.e., ), a
larger voltage can be obtained by adding diode-connected transistors that operate as voltage level-shifters. It is possi-
ble to combine parts of this fixed-transconductor circuit with a gain-cell stage, as was done in [Koyama, 1993]. The
same linearization technique has been used in a CMOS variable transconductor that will be presented in Section
12.4.1, where the resistance  is realized using a MOS transistor operating in the triode region [Welland, 1994].

A problem with the transconductors shown so far is that there is no obvious mechanism for tuning the trans-
conductance to ensure accuracy over process, voltage, and temperature variations. One solution is to provide an
array of degeneration resistors  and somehow select the most appropriate value using switches. Alternatively,
triode devices may be used in series with or in place of , and their gate voltage used to tune the effective source
degeneration. This is the topic of the following section.

Key Point:  Feedback may be used 
to more accurately reproduce the 
input voltage across the degenera-
tion resistor or further improve 
the linearity of transconductors 
with fixed resistors.
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Fig. 12.14 Improving the linearity of a fixed transconductor by maintaining a constant  
voltage for  and . Level shifts should be added at the emitters of  if a larger input range 
is desired.
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12.4 CMOS TRANSCONDUCTORS USING 
TRIODE TRANSISTORS

In this section, we discuss transconductor circuit techniques that rely on transistors operating in the triode region.
It should be stated here that in the following circuits, not all transistors are in the triode region. As we will see,
most of the transistors are biased in the active region, but the transconductance of the circuit relies on one or two
key transistors biased in the triode region.

We begin this section by recalling the classical model equation for an n-channel transistor operating in the
triode region.

(12.54)

Also recall that a transistor remains in the triode region as long as the drain-source voltage is lower than the effec-
tive gate-source voltage. In other words, the following condition must be satisfied:

(12.55)

We will see next that if the preceding equations were exact, then perfectly linear circuits could be realized.
However, these equations are only mildly accurate for a modern short-channel process, and therefore some distor-
tion occurs because higher-order terms are not modelled in the preceding equations. Hence, almost all practical
continuous-time circuits use fully differential architectures to reduce even-order distortion products, leaving the
third-order term to dominate.

12.4.1 Transconductors Using a Fixed-Bias Triode Transistor

We see from (12.54) that if a small drain-source voltage, , is used, the  term goes to zero quickly and the
drain current is approximately linear with respect to an applied drain-source voltage. Thus, we can model a tran-
sistor in triode as a resistor given by

(12.56)

which results in a small-signal resistance of

(12.57)

One approach for using this equivalent resistance to realize a transconductor
with moderate linearity is shown in Fig. 12.15 [Welland, 1994]. This circuit has
the same structure as that of the bipolar circuit of Fig. 12.14. However, here the
bipolar transistors are replaced with their MOSFET counterparts (biased in the
active region), and the resistor is replaced with a transistor operating in the triode
region. Note that the circuit of Fig. 12.15 forces constant currents through  and

 (as in the bipolar case) such that their individual gate-source voltages remain
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Key Point:  Triode transistors 
can be used in placed of fixed 
resistors to make transcon-
ductors tunable, although 
their linearity is generally 
reduced. Q1
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12.4 CMOS Transconductors Using Triode Transistors 485

constant. As a result, the transconductance of this cell is equal to the inverse of the small-signal resistance, , of
. Using the small-signal resistance result of (12.57), the overall transconductance of this cell is given by

(12.58)

Thus, this transconductor has a variable transconductance value that can be adjusted by changing the value of
. As in the bipolar case, this transconductance value can be scaled by scaling the current mirrors  and 

with respect to  and . 
A similar approach but with reduced complexity and fewer p-channel inputs is shown in Fig. 12.16 [Kwan,

1991]. Here, a constant current of  is forced through each of  and , whereas the dc bias current for each of
 and  equals the difference between  and . The signal current, , also flows through  and , which

is mirrored to the output transistors,  and . Note that this configuration has one less transistor stage around
the input transistor loops. Specifically, the  and  source followers shown in Fig. 12.15 are not required in
the circuit of Fig. 12.16, which usually results in a speed advantage for the latter.

An advantage of the transconductors in Figs. 12.15 and 12.16 (and other similar ones) is that they are easily
modified to have multiple outputs by simply including additional output transistors. For example, the transconductor
in Fig. 12.16 with two outputs is shown in Fig. 12.17. These additional transistors can be scaled for any desired ratio
of output currents. These multiple outputs often allow filters to be realized using fewer transconductors. For exam-
ple, a biquad similar to that in Fig. 12.10, but using multiple-output transconductors, is shown in Fig. 12.18. The
transconductors are now associated with the outputs rather than the inputs. There is one transconductor per filter
order plus an additional one for the input conversion from voltage to current. This approach has resulted in a savings
of two transconductors. Not only does this approach save die area, but, often more importantly, it saves power.
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12.4.2 Transconductors Using Varying Bias-Triode Transistors

Another way to linearize a MOSFET differential stage, using transistors primarily in the triode region, is shown in
Fig. 12.19 [Krummenacher, 1988]. Note that here the gates of transistors  are connected to the differential
input voltage rather than to a bias voltage. As a result, triode transistors  and  undergo varying bias condi-
tions to improve the linearity of this circuit (as discussed shortly). To see that  and  are generally in the
triode region, we look at the case of equal input signals (i.e., ), resulting in

(12.59)

Thus, the drain-source voltages of  are both zero. However, their gate-source voltages equal those of
, implying that they are indeed in the triode region.

Fig. 12.16 A CMOS transconductor with p-channel inputs.
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Fig. 12.17 A multiple-output CMOS transconductor.
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To determine the small-signal transconductance of this stage, we note from (12.57) that the small-signal
drain-source resistance of  is given by

(12.60)

where we have assumed that  and  are matched devices and have defined

(12.61)

Fig. 12.18 A general biquad realized using multiple-output transconductors.
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Fig. 12.19 A linearized CMOS differential pair using transistors  primarily in the triode region. 
The top pair of current sources can be set equal to the bottom pair through the use of a 
common-mode feedback.
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Note that in this circuit we cannot ignore the effect of the varying gate-source voltages of  and  since their
drain currents are not fixed to a constant value (as in Fig. 12.15). The small-signal source resistance values of 
and  are given by

(12.62)

Using the small-signal T model, we find the small-signal output current of  to be equal to

(12.63)

Thus, defining , we have

(12.64)

which can be shown to be

(12.65)

Finally, to modify this result such that it is in terms of current, we note that

(12.66)

or, equivalently, 

(12.67)

which leads to

(12.68)

Thus, we see that the transconductance of this transconductor can be tuned by changing the bias current, . Note
also that the transconductance is proportional to the square root of the bias current as opposed to a linear relation
in the case of a bipolar transconductor.

To see how varying bias conditions for the triode transistors improves the linearity of this circuit, first consider the
case of small differences in  and  (say, 100 mV). In this small-input-signal case,  and  essentially act as
two source degeneration resistors. Thus, linearity improves (assuming ) over that of a simple differential
pair, since transistors in triode are more linear than the source resistances of transistors in the active region. In other
words, for a small-input-signal value, the linearity of this circuit is similar to that for a circuit in which the gates of

 are connected to fixed-bias voltages. However, if the gates of  were connected to fixed-bias voltages,
(12.54) shows that, as their drain-source voltage is increased, the drain current is reduced below that which would
occur in a linear relationship due to the squared  term. In addition, the changing values of  and  (due to
current changes) also reduce the value of , and hence the transconductance of the cell for large input signals. To
alleviate this reduction in transconductance for large input signals, the gates of  are connected to the input
signals as shown. Now, as the input signal is increased, the small-signal resistance of one of the two triode transistors
in parallel, , is reduced. This reduced resistance attempts to increase the transconductance, resulting in a par-
tial cancelling of the decreasing transconductance value. Thus, if a proper ratio of  is chosen, a more stable
transconductance (and hence better linearity) is achieved. For a 4-MHz filter presented in [Krummenacher, 1988], a
ratio of  is used to obtain distortion levels around 50 dB below the maximum output signal level of 350
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mVrms. Also, an extension of this approach is presented in [Silva-Martinez, 1991], where the input signal is split over
two input stages to further improve the distortion performance.

EXAMPLE 12.6

Consider the circuit of Fig. 12.19 with the following values: , ,
, , and . 

1. Assuming a perfectly linear transconductor, use (12.68) to find  when  equals  and .
2. Assume the gates of  are connected to ground and use classical models for both the triode and

active regions. Find the true value of  when  equals  and . Compare your results
with those in part 1.

3. Repeat part 2, assuming the gates of  are connected to the input signals as shown in Fig. 12.19.

Solution
1. For the given values, we have

(12.69)

(12.70)

and substituting the above values in (12.68), we have

(12.71)

Now, to find , we use the definition of  to find

(12.72)

Thus, for , we have . However, if  , then .
In other words, for a  input voltage, the total drain current of  would be , whereas
that for  would be .

2. To find  in this case, we first note that the sum of the drain currents in  and  must equal the total
bias current, . In other words,

(12.73)

And since (using ) the drain currents in  and  are given by 

(12.74)

we can write (12.73) as

(12.75)
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The current from node  to  through the two triode transistors is given by

(12.76)

where we have noted that . The sum of  and  must equal , resulting in

(12.77)

Finally, we note that the input signal is equal to the following sum (the threshold voltage terms cancel):

(12.78)

Equations (12.75), (12.77), and (12.78) can be solved using an equation solver and then choosing the
solution that has all positive values. 

For a value of , the following results are obtained.

(12.79)

These values of effective gate voltages imply that the drain currents are

(12.80)

which, in turn, imply that

(12.81)

Such a result agrees closely with that of part 1.
However, for the case of , we have

(12.82)

resulting in . This result is about 30 percent lower than that expected by a linear transcon-
ductor value of , as found in part 1.

3. Finally, if the gates are connected to the input signal, the preceding equations in part 2 remain the same,
except for , which is now the sum of  and , resulting in,

(12.83)

and so (12.77) is replaced with

(12.84)
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Once again, using an equation solver, we find that in the case of , the results are essen-
tially the same as in parts 1 and 2. However, in the case of , we find that

(12.85)

These values lead to , which is only 1 percent below that expected by a linear transcon-
ductor value of .

12.4.3 Transconductors Using Constant Drain-Source Voltages

Recall, once again, the classical model for a transistor biased in the triode region,

(12.86)

We see here that if the drain-source voltage, , is kept constant, the drain current is linear with respect to an
applied gate-source voltage (ignoring the dc offset current due to the squared  term) [Pennock, 1985]. Unfor-
tunately, this simple model does not account for important second-order effects (such as velocity saturation and
mobility degradation) that severely limit the accuracy of the preceding equation model. However, if fully differential
structures are used to cancel even-order error terms, a reasonably linear transconductor (around 50 dB) can be
built using this constant-  approach.

One possible implementation based on the linearization scheme just described is shown in Fig. 12.20. Here, 
and  are placed in the triode region and their drain-source voltages are set equal to  through the use of 
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Fig. 12.20 A differential transconductor using triode transistors that have constant drain-source 
voltages. The control signal, , adjusts the transconductance value, whereas  is a fixed 
common-mode voltage. The top current pair, , is set equal to the bias current through Q1, Q2, 
using a common-mode feedback circuit (not shown).
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and two extra amplifiers. The differential input signal is applied to the gates of  and is superimposed on a con-
stant common-mode voltage signal, . An alternative design here is to use an extra opamp to create a Gm-C
opamp integrator [Wong, 1989].

For the circuit of Fig. 12.20, we have

(12.87)

Noting that  is the difference between this current and , which is set via a common-mode feedback signal equal to

(12.88)

we then have

(12.89)

Then, defining  results in

(12.90)

Note that here the transconductance value is proportional to the drain-source voltage, and from (12.88), we see
that the bias current is also approximately proportional to the drain-source voltage (if  is small).

EXAMPLE 12.7

Consider the circuit shown in Fig. 12.20, where ,  , ,
and . Find the transconductance value when  and when . For these two control-
signal values, also find the bias currents through  and  (i.e., when ) and the maximum input signal
swing before either transistor exits the triode region (assume the classical transistor model).

Solution
Using (12.90), for , we have

Also, the bias current through  or  for this  value can be found using (12.88):

Finally, to remain in the triode region, the effective gate-source voltages of  and  must remain above
. In other words, their gate-source voltages must remain above . Since the common-

mode voltage, , equals , the negative portion, , must not go below a level of –1 V, otherwise the transistor
will enter the active region. Thus, a maximum differential input voltage, , of 2 V can be applied in this case.

Similarly, for , we have twice the transconductance value of . Here, the bias
current is found to be  and the maximum input signal swing is a differential voltage of V.
Note that doubling the drain-source voltage doubles the transconductance (as expected) but requires almost a dou-
bling of the bias current and a loss of signal swing. 
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12.5 CMOS Transconductors Using Active Transistors 493

12.5 CMOS TRANSCONDUCTORS USING 
ACTIVE TRANSISTORS

In general, CMOS transconductors based on the use of active transistors2

have worse linearity performance than their triode-based counterparts. How-
ever, active-based designs often have improved speed performance (assum-
ing equal bias currents in the two cases). The linearity of active-transistor
transconductors is only moderate (around 30 to 50 dB) because they rely on
the square-law model of MOS transistors, which is not very accurate (partic-
ularly in short-channel processes). In addition, only the difference in output
currents is ideally linear, whereas individual currents have significant sec-
ond-order harmonics. Thus, second-order harmonic distortion also occurs if the difference is not taken precisely. 

We should mention here that not all linearization techniques using active transistors are discussed. For exam-
ple, one approach not discussed is a technique in which the tail current of a differential pair is adaptively biased
[Nedungadi, 1984]. This technique is limited in its frequency response, and thus a designer would usually choose
a triode-based design instead. In summary, in this section we present CMOS linearization techniques intended for
high-speed operation and only moderate linearity.

12.5.1 CMOS Pair

Before proceeding to look at transconductor circuits that have active transistors, it is worthwhile to introduce a
two-transistor circuit known as the CMOS pair, as shown in Fig. 12.21 [Seevinck, 1987]. As we will show, this
two-transistor pair acts as a single transistor, assuming that both transistors remain in the active region. Such an
observation allows one to more easily derive some of the CMOS transconductors described later in this section.

To show that this two-transistor pair acts as a single transistor, we first assume that both transistors remain
in the active region. Thus, we can write their drain currents as

(12.91)
and

(12.92)

2. Active transistors are those transistors that operate in the active region. The active region is also known as the pinch-off, or satura-
tion, region. This active region for an n-channel transistor occurs when  is greater than  and .

Key Point:  Transconductors whose 
gain is based upon the small-signal 
transconductance of active-mode 
transistors generally offer increased 
speed, but reduced linearity, compared 
with transconductors based upon 
triode devices.

VGS Vtn VDS VGS Vtn–≥ Veff=

Fig. 12.21 A CMOS pair, where both transistors are in the active region. The transistor pair 
is equivalent to a single transistor with an equivalent threshold voltage, , and device 
parameter, .
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Rearranging these two equations in terms of their gate-source voltages gives

(12.93)

and

(12.94)

Defining the equivalent gate-source voltage, , to be the difference between the two gate voltages, we have

(12.95)

Since this equation has the same form as those for a single transistor (equations (12.93) and (12.94)), we define
the equivalent threshold voltage, , as

(12.96)
and we define the equivalent device parameter, , as

(12.97)

which can be rewritten as

(12.98)

Finally, combining (12.95), (12.96), and (12.98) and rearranging, we see that when both transistors are in their
active regions, the drain current can be written as

(12.99)

where , , and  are defined as just described. Clearly, this equation is in the same form as that for a
single transistor, and thus this two-transistor pair can replace single transistors in many circuits. As we will see
next, this replacement can be quite useful in designing linear transconductor circuits.

12.5.2 Constant Sum of Gate-Source Voltages

One popular approach for creating an active transistor transconductor is by using a constant sum of gate-
source voltages, as shown in Fig. 12.22. Assuming the two transistors are operating in the active region (i.e.,
the drain voltages are high and each of  and  remain greater than ), the output differential current is
given by

(12.100)

Here, the output differential current is linear if the sum of the two gate-sour ce voltages remains constant. As we
will see next, there are a variety of ways to make the sum of the gate-source voltages remain constant when apply-
ing an input signal. One important point to note here is that, although the differential current is linear, the individ-
ual drain currents are not linear. Thus, if the subtraction between currents has some error (as it certainly will),
some distortion products will occur even if perfect square-law devices are obtainable.
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12.5.3 Source-Connected Differential Pair

One approach to maintain a constant sum of gate-source voltages is to apply a balanced differential input voltage,
as shown in Fig. 12.23. Here, the differential pair is biased using the dc common-mode voltage, , whereas the
input signal varies symmetrically around this common-mode voltage. Note that, from the preceding analysis, this
input signal symmetry is important in maintaining linearity. However, in practice, a slightly nonbalanced input sig-
nal is not the dominant source of nonlinearity. Specifically, the linearity achievable with this approach is quite lim-
ited because MOS transistors are not well modelled by square-law behavior. In addition, it is difficult to obtain a
precise difference between the two drain currents, which also causes even-order harmonics. As a result, this tech-
nique is typically limited to less than 50 dB of linearity. 

To tune the transconductance of this circuit, the common-mode voltage, , can be adjusted. However, it
should be noted that, in a short-channel process and when moderate gate-source voltages are used, carrier velocity
saturation occurs and limits the transconductance variation. In addition, one should be aware that as the input
common-mode voltage is adjusted, linearity performance and maximum signal swing levels change as well. One
example of this approach is presented in [Snelgrove, 1992] where speeds up to 450 MHz are demonstrated in a
0.9-  CMOS process with around a 30- to 40-dB dynamic range performance.

12.5.4 Inverter-Based

A transconductor approach similar to the source-connected differential pair is the inverter-based transconductor,
shown in Fig. 12.24 [Park, 1986]. Here, two CMOS pairs,  and , have replaced the two individual

Fig. 12.22 Two-transistor circuit in which the difference in the drain currents is linear with respect 
to  if the sum of the two gate-source voltages remains constant. Transistors are 
matched and in the active region.

+ +
––vGS1

vGS2

iD1
iD2

Q1 Q2

iD1 iD2–( ) K vGS1 vGS2 2Vtn–+
⎝ ⎠
⎛ ⎞ vGS1 vGS2–⎝ ⎠

⎛ ⎞=

iD1 K vGS1 Vtn–⎝ ⎠
⎛ ⎞

2

= iD2 K vGS2 Vtn–
⎝ ⎠
⎛ ⎞

2

=and

K μn 2⁄( )COX
W
L
-----
⎝ ⎠
⎜ ⎟
⎛ ⎞

=

(Matched devices)

vGS1 vGS2–( )

Fig. 12.23 A source-connected differential-pair transconductor. The differential input signal must be
balanced around  for linearization of the transistor square-law relation to occur.
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transistors in a traditional CMOS inverter, and the difference in their output currents is the overall output current,
. Assuming that all four transistors are in the active region and that the two CMOS pairs are matched, we can use

the previous results on CMOS pairs to write

(12.101)
and

(12.102)
Note here that these equations are in the same form as those shown in Fig. 12.22. Thus, as in (12.100), the output
current is given by 

(12.103)
Thus, the output current is linearly related to the difference in equivalent gate-source voltages of the CMOS pairs
if the sum of their equivalent gate-source voltages is a constant value. To see that a constant equivalent gate-source
voltage sum occurs, we have

(12.104)
and

(12.105)

and therefore

(12.106)

Also, the difference in equivalent gate-source voltages is given by

(12.107)

Finally, in the case where we choose , we have

(12.108)

and the transconductance value can be varied by changing the control voltages,  and  (which, incidentally,
are high-input impedance nodes and thus are easily adjustable). Note that, with this transconductor, matching need
occur only for transistors of the same type. Specifically, the n-channel transistors should match and the p-channel
transistors should match, but there is no need to match n- and p-channel transistors to each other.

Fig. 12.24 Complementary differential-pair transconductor using CMOS pairs.
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12.5.5 Differential-Pair with Floating Voltage Sources

Another approach to maintain a constant sum of gate-source voltages is by using two floating dc voltage sources,
as shown in Fig. 12.25 [Nedungadi, 1984]. Writing a voltage equation around the loop, we have

(12.109)

and thus,

(12.110)

As a result, this circuit maintains a constant sum of gate-source voltages even if the applied differential signal is
not balanced. Also, writing two equations that describe the relationship between  and , we have

(12.111)

and

(12.112)

Subtracting (12.111) from (12.112) and rearranging, we obtain

(12.113)

Thus, the difference between the input voltages is equal to one half the difference between the gate-source volt-
ages. Finally, the differential output current is found by combining (12.100), (12.110), and (12.113) to give

(12.114)

One simple way to realize the floating voltage sources of Fig. 12.25 is to use two source followers, as shown in
Fig. 12.26 [Nedungadi, 1984]. The transistors labelled  are  times larger than the other two transistors, and thus

Fig. 12.25 A linearized differential pair using floating voltage sources.
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they act as source followers when  is large (typically, when  is 5 or greater). If  is not large, the bias current
through the two source followers changes as the input signal is applied and linearity is worsened. A disadvantage of
this circuit is that a large dc bias current passes through the two source followers. However, if only moderate linearity
is desired and the input signal is relatively small (say, 500 mV), then this approach can be quite useful.

Since it is difficult to realize a floating voltage source that drives the source of another transistor, another
approach is to modify the circuit of Fig. 12.25 such that the floating voltage sources need drive only the transistor
gates. Such a modification is possible by replacing the single transistors shown in Fig. 12.25 with their CMOS
pairs, as shown in Figure 12.27. Note that the voltage sources must now be larger than  and must include a
controllable  voltage. Fortunately, such circuits are easily accomplished by using two more CMOS pairs, as
shown in Fig. 12.28, where the pairs  and  have been added together with two adjustable current
sources [Seevinck, 1987]. Referring back to (12.99), we see that  is given by

(12.115)

where, for simplicity, we have assumed that all CMOS pairs are matched. As a result, the differential output cur-
rent is given by

(12.116)
Thus, we see that the output current can be tuned by adjusting the dc bias current, . Note that the transconduc-
tance coefficient is proportional to the square root of  and thus a fourfold increase in current results in only a
factor of 2 coefficient increase.

n n n

Fig. 12.27 A linearized differential pair in which the floating voltage sources need drive only 
the transistor gates.
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Fig. 12.28 A transconductor that uses CMOS pairs and floating voltage sources.
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12.5 CMOS Transconductors Using Active Transistors 499

Before leaving this circuit, a couple of points are worth mentioning. First, note that the output currents from
this circuit are available at both the upper pair, , as well as at the lower pair, . Such flexibility
may be useful in the remaining transconductor circuitry. Second, note that  must be at least  below
the most negative input signal swing of either  or . If we assume  and  have -V signals associated
with them around ground, then, for V,  would have to be less than V. Thus, assuming we
have symmetrical power supplies, a 6-V power supply would be needed for only a 2-V signal swing.

12.5.6 Bias-Offset Cross-Coupled Differential Pairs

Another approach to realize a transconductor with active transistors is to use two cross-coupled differential pairs
where the input into one pair is intentionally voltage offset [Wang, 1990]. One implementation of this approach is
shown in Fig. 12.29, where the differential pair  is cross coupled with the bias-offset differential pair .
Here, we assume all transistors are in the active region and are matched (i.e., we assume all transistors have equal
device parameters of  and equal threshold voltages of ).

To find the differential output current, we first find 

(12.117)
and

(12.118)
Now finding the difference, , we have

(12.119)

Thus, the output differential current is linear with respect to the differential input voltage (as expected) and the
transconductance value is proportional to . Note, however, that the bias currents through 
are all square-law related to . Thus, the transconductance value is proportional to the square root of the chang-
ing bias current, as in the other active transistor CMOS transconductors. Also, note that the bias current, , does
not affect the transconductance value but does determine the maximum (or minimum) output current available.

Finally, note that this offset-bias linearization technique can also be realized in a single-ended version with
only a few transistors, as shown in Fig. 12.30 [Bult, 1987]. The analysis is left to the reader.

Q1a Q2a, Q1b Q2b,
VSS Vtn Vtp+

v1 v2 v1 v2 1±
Vtn Vtp– 1= = VSS 3–

Fig. 12.29 A bias-offset cross-coupled transconductor.
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12.6 BIPOLAR TRANSCONDUCTORS
There are two main approaches for realizing bipolar transconductors. One approach is to use a fixed transconductor
cascaded with a gain cell. The fixed transconductor is typically a differential pair linearized through resistor degenera-
tion. The gain cell allows scaling of the output current by varying the ratio of two current sources. The other approach
is to use a differential input stage with multiple inputs, where the transistors are scaled such that improved linearity
occurs. In this case, the transconductance value can be tuned by varying the bias current through the input stage.

12.6.1 Gain-Cell Transconductors

The bipolar transconductors in Fig. 12.12 and Fig. 12.14 have a fixed transcon-
ductance value equal to approximately . However, to accommodate tuning,
variable transconductance values are required. One common approach for creat-
ing tunable transconductors that have a fixed transconductance input stage is to
use a gain cell as described in Section 11.5. Recall that in a gain cell, the output
current is equal to a scaled version of the input current, where the scaling factor is

determined by the ratio of two dc bias currents. In addition, the circuit is highly linear.
A tunable transconductor that uses a gain cell is shown in Fig. 12.31. Here, the voltage sources, ,

represent voltage level shifters and could be realized using the circuit shown in Fig. 12.32. By combining the
relationships given for the fixed transconductor and the gain cell, specifically, (12.40) and (11.17), then the
output current is given by

(12.120)

resulting in a transconductance value equal to

(12.121)

Thus, the transconductance value is proportional to the ratio of .
It is also possible to place the gain cell below the input differential pair, as shown in Fig. 12.33 [Wyszynski,

1993; Moree, 1993]. Note that while the previous designs have  in series with the degeneration resistor, , this
circuit has  in series with  (that of ), which might affect the distortion performance. However, the
gain cell shown has less distortion due to finite  effects and has therefore been referred to as a beta-immune type-A
cell [Gilbert, 1990].

Fig. 12.30 A single-ended offset-bias transconductor.
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12.6 Bipolar Transconductors 501

12.6.2 Transconductors Using Multiple Differential Pairs

Quite a different approach for realizing a bipolar transconductor is by partially linearizing the input stage through
the use of multiple differential pairs. To see how this linearization is achieved, consider a simple differential pair,
as shown in Fig. 12.34(a). Ignoring base currents, we saw in Section 8.5.3 that the collector current  is given by

(12.122)

This current is plotted in Fig. 12.34(b), where we note that the curve is relatively linear near . It is well
known that the slope at this point equals the transconductance of this differential Ginput stage and is given by

(12.123)

Fig. 12.31 A typical gain-cell transconductor.
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Thus, we see that the transconductance is proportional to the bias current, . Unfortunately, this two-transistor
input stage has a very limited input range when used as a linear transconductor. In fact, when  becomes
greater than around  (i.e., ), the total harmonic distortion of the output current
becomes greater than 1 percent (see Example 12.8). We now discuss a method to use parallel differential pairs
to increase the linear input range [Calder, 1984].

Consider the input stage shown in Fig. 12.35(a), where two differential pairs are connected in parallel but
with a dc offset voltage applied to each. The currents of the right side transistors in each transistor pair are shown
in Fig. 12.35(b). If the dc offset voltages, , are chosen carefully, then the two current curves will partially linear-
ize each other when they are added together, as shown in Fig. 12.35(c). In this case,  is chosen to be equal to

 to maximize the linear input range [Tanimoto, 1991]. As a result of this linearization technique, the input
range can now be approximately three times that of the original differential pair or, equivalently, , and
achieve the same distortion performance.

Fig. 12.33 A gain-cell transconductor with the gain cell below the input differential pair.
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12.6 Bipolar Transconductors 503

To reduce circuitry, the two dc offset voltage sources can be eliminated by sizing the differential pair of tran-
sistors appropriately. Specifically, assuming that , then when , the collector currents of 
and  are given by

(12.124)

and

(12.125)

If a two-transistor differential pair has unequal-sized transistors such that the same two currents occur for ,
then this unequal-sized differential pair will behave the same as that of an equal-sized differential pair with a dc
offset applied. To determine the sizing of the unequal-sized differential pair, define  to be the ratio of the base-
emitter area of  with respect to . Thus, for this unequal-sized case, when , we have

(12.126)
and

(12.127)
Dividing (12.126) by (12.127), we obtain

(12.128)
Thus, we should make  3.73 times larger than , and similarily  should be 3.73 times larger than .
Such transistor sizing achieves the same result as the dc offset voltages. This result should make intuitive sense

Fig. 12.35 (a) A linearized differential input; (b) individual right-side currents; (c) total linearized 
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since we require that the ratio of the two currents be  when their base-emitter voltages are equal;
this requirement results in the area ratio. Typically, this area ratio is set to 4 for practical reasons, and the final
linearized transconductor is realized as shown in Fig. 12.36. Thus, for this circuit with , the currents
through  and  are  and , respectively.

To determine the transconductance of the circuit of Fig. 12.36, we note that  equals the sum of the
transconductance of the two differential pairs, resulting in

(12.129)

Also, at , we have

(12.130)

and

(12.131)

Combining (12.129) to (12.131), we have

(12.132)

which is 28 percent greater than the transconductance value for the transistor pair shown in Fig. 12.34(a). However,
this comparison is not fair since two differential pairs and twice the current are used in this linearized approach. If
two differential pairs of Fig. 12.34(a) are used together, then their total transconductance would be

, implying that this linearized approach has a 36 percent smaller transconductance. Also note that,
as in the two-transistor pair case, this transconductance value is also proportional to the bias current, , and thus no
gain cell is required. 

This approach was ued in a 2- to 10-MHz programmable filter intended for disk-drive applications in [De
Veirman, 1992]. This same technique can be extended to a larger number of input stages to further improve the
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Fig. 12.36 Using transistor sizing to create a linearized differential transconductor.
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12.6 Bipolar Transconductors 505

linear input range [Tanimoto, 1991]. Using four differential input pairs in parallel, the linear input range was
reported to be 16 times better than that for a single differential pair.

EXAMPLE 12.8

Consider the single differential pair shown in Fig. 12.34(a), where . Find the percentage error between
an ideal linear transconductor and the true output current when .

Solution
Using (12.123), we have

(12.133)

Thus, for an ideal linear transconductor, the output current for a  input voltage would be
(12.134)

The true output current can be found from (12.122) as

(12.135)

(12.136)

implying that the change in current from the bias current of  is . Thus, the percentage error
between the true output current and the ideal linear transconductor output is

(12.137)

In this case, the deviation is three-percent worst case, which results in about a one-percent total-harmonic-
distortion (THD) measurement (see Section 9.5.1).

EXAMPLE 12.9

Consider the linearized differential pairs shown in Fig. 12.35(a), where . Find the percentage error
between an ideal linear transconductor and the true output current when .

Solution
First, we need to derive a formula for  in a manner similar to that for (12.132), where

(12.138)

(12.139)

Thus, the transconductance is given by

(12.140)
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For an ideal linear transconductor, the output current for a  input voltage would result in
(12.141)

To calculate the true output current, we first note that
(12.142)

and since , we use  to find , resulting in

(12.143)

(12.144)
For , we use  to obtain

(12.145)

(12.146)

The true output is then equal to

(12.147)

(12.148)

implying that the change in current from the bias current of  is . Thus, the percentage error
between the true output current and the ideal linear transconductor output is

(12.149)

Note that this error is over ten times better than with a simple differential pair.

12.7 BICMOS TRANSCONDUCTORS
In this section, we discuss some of the reported approaches for realizing BiCMOS transconductors and filters.

12.7.1 Tunable MOS in Triode

One approach for realizing a BiCMOS integrator is shown in Fig. 12.37 [Laber, 1993]. Here, linearization and
tuning are accomplished by using transistors  through , which are all assumed to be in the triode region. As
we saw in Section 12.4, the currents through these transistors are ideally linear if their drain-source voltages are
kept constant. Although in practice these currents have rather large second-order distortion, fortunately even-order
distortion products are significantly reduced in a fully differential structure. The drain-source voltages of

 are controlled through the use of the two emitter followers, . This simple voltage control is
one of the benefits of using a BiCMOS process since a MOS source follower would have too much voltage varia-
tion. Note that additional inputs into this integrator are added as simply two extra transistors (a two-input integra-
tor is shown). Various coefficient ratios can be obtained by scaling the sizes of the input transistors. However,
because of the shown tuning circuit connection, all coefficients in one integrator will scale together as the control
voltage is varied. Note also that a Gm-C opamp integrator is used to reduce the effects of parasitic capacitance.
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12.7 BiCMOS Transconductors 507

Also, transistors  are included to realize lead compensation. Finally, it should be mentioned that a
common-mode feedback circuit is required at the output nodes of the differential opamp. Also, some method is
needed for setting the common-mode voltage at the opamp inputs. The BiCMOS filter in [Laber, 1993] is built in
a 1.5- , 4-GHz BiCMOS technology and operated around 20 MHz using a 5-V supply. The transconductor
demonstrated moderate linearity of around 50 dB when processing 2-Vpp differential output signals, but no men-
tion is made of any intermodulation results or the frequency of the test signals.

12.7.2 Fixed-Resistor Transconductor with a Translinear Multiplier

Another approach that has been successfully used to realize BiCMOS filters that have very high linearity has been
to use highly linear transconductors realized using fixed resistors and then achieve tuning by following the trans-
conductor with a translinear multiplier. As we saw in Chapter 11, the output of a translinear multiplier is linear
with respect to one of its input currents, and its gain coefficient can be scaled as the ratio of two other currents in
either a positive or negative fashion.

A translinear multiplier can be used for realizing a low-distortion BiCMOS integrator, as shown in Fig. 12.38
[Willingham, 1993]. Here, the output currents from fixed-value transconductors are applied to a translinear
multiplier, such that tuning can be accomplished while maintaining high linearity. The outputs of the translinear
multiplier are applied to a opamp-based integrator to maintain high linearity. In this implementation, the input
impedance of the fully differential opamp is kept low such that a fixed voltage occurs at the input nodes of the
opamp, thereby setting the input common-mode voltage. Phase-lead resistors are also used in series with the inte-
gration capacitors (not shown) to improve the integrator’s phase response.

The fixed transconductors are realized using resistor degeneration and local feedback, as shown in Fig. 12.39. 
Fig. 12.39(a) shows that local feedback around the two shown opamps force their input nodes to be equal, and there-
fore the applied input voltage appears across . A simplified circuit implementation of this approach is shown in
Fig. 12.39(b), which shows that the opamps are implemented with only a PMOS transistor and current source.

This integrator was used to build a seventh-order low-pass filter in a 2- , 2.5-GHz BiCMOS process that
featured thin-film resistors. The filter passband edge was tunable from 7.5 MHz to 10 MHz. The results of this
low-distortion BiCMOS filter are quite impressive; third-order intermodulation products remained below 65 dB,

Fig. 12.37 A fully differential two-input BiCMOS integrator using MOS transistors in triode,  
through . Gm-C opamp integration is used to reduce parasitic capacitance effects. Note that, in 
addition to a common-mode feedback circuit for the output (not shown), the common-mode 
voltage at the input nodes of the opamp must also be set.
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508 Chapter 12 • Continuous-Time Filters

with respect to the input signal, when measured using two-tone inputs near 4 MHz. Finally, it should be mentioned
that the circuit also uses a center tap on each of the  resistors to set the common-mode voltage of the preceding
output. With this simple addition, much of the traditional common-mode circuitry is eliminated since it is necessary
only to compare the center tap voltage with a dc reference signal and then feed back the appropriate control signal.

Similar approaches, in which a highly linear transconductor that has local feedback is followed by a current
attenuator, are also possible using ordinary CMOS and are now gaining in popularity [Chang, 1995].

12.7.3 Fixed Active MOS Transconductor with a Translinear Multiplier

A BiCMOS integrator intended for applications that require high-speed operation, wide tuning range, and only
moderate linearity is shown in Fig. 12.40 [Shoval, 1993]. In this circuit, the common-mode voltage, , is set to
a constant value (it is set by a common-mode feedback circuit); the result is that the differential currents of 
and  are linearly related to the balanced differential voltage (as discussed in Section 12.5). This linear volt-
age-to-current conversion remains at a fixed value (resulting in a relatively constant linearity performance and

Fig. 12.38 A two-input BiCMOS integrator using fixed resistor-degenerated transconductors 
together with a translinear multiplier for tuning. The common-mode voltage at nodes A and B was 
set by using a low-input-impedance opamp.
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12.8 Active RC and MOSFET-C Filters 509

input swing level), and transconductance tuning is performed with the aid of a translinear multiplier. Note, how-
ever, that two pairs of MOS transistors are performing voltage-to-current conversion on the balanced input signal.
The reason for using two pairs is to maximize the largest possible transconductance of the overall circuit for a
given bias current. Specifically, if the multiplier is tuned to send all of  through to , respectively, then
the signal currents add together and the overall transconductance is equal to twice that which occurs for a single
set of MOS transistors (without an increase in bias current). Alternatively, if the multiplier is tuned to send all of

 through to , respectively, then the currents subtract, causing a zero overall transconductance. Finally,
if the translinear multiplier is tuned to cause a zero output (i.e., to cause two constant dc currents at the multiplier
outputs), the overall transconductance is equal to that caused by transistors , which is half the maximum
value. Thus, the use of two pairs on the input signal doubles the maximum possible transconductance at the cost of
being able to tune the transconductance only from zero to the maximum value. In other words, the overall trans-
conductance value cannot change signs by changing the multiplier control signal. Of course, both positive and
negative transconductance values can be obtained by cross-coupling the output signals.

This BiCMOS integrator is used to realize a second-order pulse-shaping filter operating on 100-Mb/s data.
Although the filter has a wide tuning range of approximately 10:1, it achieves only a moderate spurious-free
dynamic range level of 35 dB.

12.8 ACTIVE RC AND MOSFET-C FILTERS
Another technique for the realization of analog integrated filters is active RC or MOSFET-C filters. In both tech-
niques, integration of current is performed upon capacitors connected in feedback around a high-gain amplifier, as
opposed to transconductance-C filters which use grounded capacitors to integrate current. This is sometimes called
Miller integration, since like the Miller compensation capacitor in a two-stage opamp, integrating capacitors are con-
nected around high-gain amplifiers. Miller integration improves linearity, but the need for a high gain-bandwidth
product in the amplifier makes active RC and MOSFET-C filters generally slower than their Gm-C counterparts.
Also, they are further reduced in speed in a CMOS technology because opamps capable of driving resistive loads are
required as opposed to only capacitive loads in Gm-C filters. However, they are particularly attractive in BiCMOS
technologies where high-transconductance opamps are available.

Fig. 12.40 A BiCMOS integrator using MOS transistors in the active region for linearization, and a 
translinear multiplier for tuning. The common-mode feedback circuit is not shown.
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510 Chapter 12 • Continuous-Time Filters

12.8.1 Active RC Filters

Active RC filters are well established in both discrete component and integrated analog filter design. Recall that the
basic building blocks of analog filters are the integrator, summer, and gain stage. A basic active RC integrator is shown
in single-ended form in Fig. 12.41(a). Assuming an ideal opamp, a virtual ground is maintained at . Hence, voltage-
to-current conversion is performed by the resistor . The gain of this conversion is determined by the resistor value,
which unfortunately will vary under process and temperature variations. However, the use of a passive resistor provides
excellent linearity. The resulting current is the integrated upon the capacitor  and the inverted output appears at .

In Fig. 12.41(b), summing is incorporated into the integrator. Its
fully-differential implementation is shown. The resistors 
convert the differential voltage inputs into differential currents. The cur-
rents  and  are then summed by shunting them at the virtual
ground nodes . The resulting total current is integrated upon the
capacitors . If pure gain and/or summartion is required without inte-
gration, the capacitors may be replaced by resistors in feedback around
the opamp, resulting in the familiar inverting opamp configuration.

EXAMPLE 12.10

Consider the basic active RC integrator of Fig. 12.41(a), but assume the opamp has a first-order open-loop
response characterized by a finite dc gain of  and unity-gain frequency . What is the resulting frequency
response of the integrator?

Solution
The frequency response is the expected ideal value of  multiplied by  where 
is the open loop response, being the product of the opamp’s open-loop frequency response,

(12.150)

and the feedback network’s frequency response 

(12.151)

Fig. 12.41 (a) A single-ended active RC integrator. (b) A two-input active-RC fully differential 
integrator.
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12.8 Active RC and MOSFET-C Filters 511

Using (12.150) and (12.151) allows us to find the nonideal integrator’s actual frequency response.

(12.152)

Making the assumption , (12.152) may be manipulated to show

(12.153)

A bode plot of  appears in Fig. 12.42. Rather than the infinite dc gain provided by an ideal integrator, the dc
gain is simply that of the opamp, . At angular frequencies above , the frequency response is a good
approximation of the ideal integrator, . Then, at frequencies around the unity gain frequency of the
opamp, the integrator again deviates from its ideal value due to the limited gain-bandwidth of the opamp. Hence,
the integrator is well behaved over the frequency range  which may place requirements upon
the opamp’s dc gain and unity gain frequency.
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512 Chapter 12 • Continuous-Time Filters

Based on the block diagram shown in Fig. 12.2, an example active RC implementation of the two-integrator
biquad is illustrated in Fig. 12.44(a). The negative conductances are easily realized by cross-connections in a
fully-differential implementation. Note that two opamps are required: one for each integrator—hence, one for
each pole in the filter. The output of the first integrator is given by

(12.154)

whereas the second integrator’s output is given by

(12.155)

Combining the preceding two equations and rearranging, we have

(12.156)

Thus, we see that the transfer function is general, and that negative coefficients can be realized by cross-
coupling appropriate signal wires.

12.8.2 MOSFET-C Two-Transistor Integrators

MOSFET-C filters are similar to fully differential active-RC filters, except resistors are replaced with equiv-
alent MOS transistors in triode. Since active-RC and MOSFET-C filters are closely related, one benefit of
MOSFET-C filters is that a designer can use the wealth of knowledge available for active-RC filters. Here,
we discuss three variations of MOSFET-C filters—two-transistor integrators, four-transistor integrators, and
R-MOSFET-C filters.

An example of a two-transistor MOSFET-C integrator is shown in Fig. 12.43 [Banu, 1983]. It is the counter-
part of the two-input fully differential active-RC integrator of Fig. 12.41(b). Before we look at the linearization
mechanism that occurrs in a MOSFET-C integrator, let us look at the equivalence of the two circuits in
Fig. 12.41(b) and Fig. 12.43. In the active-RC filter, the two input voltages of the opamp are equal (due to nega-
tive feedback) and, defining these two input voltages to be , we can write
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Fig. 12.43 A two-input two-transistor MOSFET-C integrator. The MOS transistors are in the triode 
region.
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12.8 Active RC and MOSFET-C Filters 513

(12.157)

and

(12.158)

The output signals are given by

(12.159)

and

(12.160)

Thus, the differential output signal, , is

(12.161)

Assuming the component values in the positive and negative half circuits are equal, or specifically, if
(12.162)

we have

(12.163)

Thus, we see that the differential output signal, , equals positive integration of the two input differential sig-
nals. Negative integration is easily obtained by cross-coupling two input or output wires. Note that the common-
mode signal, , does not affect the final result.

Since the transistors in the MOSFET-C integrator, shown in Fig. 12.43, are assumed to be in the triode region,
the small-signal analysis for the MOSFET-C integrator is quite similar to that for the active-RC circuit. Recall
from (12.57) that the small-signal equivalent resistance of a transistor in triode is given by

(12.164)

Thus, assuming the transistors are matched, the differential output of the MOSFET-C integrator is given by

(12.165)
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(12.166)
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514 Chapter 12 • Continuous-Time Filters

Here, note that  is important because it helps to determine the small-signal resistance of the transistors.
Tuning can be accomplished by varying the control voltage, .

So far, we have analyzed the small-signal operation of a MOSFET-C integrator.
In this MOSFET-C case, the differential input signals,  and , are
assumed to be balanced around a common-mode voltage, , set by the output
common-mode feedback from the previous integrators. The common-mode feed-
back of the integrator causes the integrator’s two outputs to be balanced also. As a
result, it can be shown that  is related to the square of the input signal. This non-
linear relationship at  together with the nonlinear current through triode transistors

results in quite linear single-ended signals at  and . In addition, since the circuit is fully differential, even-
order distortion products cancel, as depicted in Section 6.7. Thus, two-transistor MOSFET-C integrators can be
used to realize filters with around a 50-dB linearity. 

An example of a general second-order MOSFET-C filter is shown in Fig. 12.44(b). It is equivalent to the
active RC filter half-circuit of Fig. 12.44(a), with the terms  representing the small-signal drain-source conduc-
tance of the transistors. The transfer function for this filter is the same as its equivalent active-RC half circuit,
given by (12.156).
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12.8 Active RC and MOSFET-C Filters 515

12.8.3 Four-Transistor Integrators

One way to improve the linearity of a MOSFET-C filter is to use four-transistor MOSFET-C integrators, as
shown in Fig. 12.45 [Czarnul, 1986]. The small-signal analysis of this four-transistor integrator can be found by
treating this one-input integrator as effectively a two-input integrator in which the two input signals are

 and the inverted signal is . With such an observation, and applying (12.165), the output sig-
nal is given by

(12.167)

where

(12.168)

and

(12.169)

In the case where all four transistors are matched, we can combine the preceding equations to obtain

(12.170)

where  is given by

(12.171)

Thus, we see that the effective resistance is determined by the difference in the control voltages.
With regard to the distortion properties of this integrator, it has been shown for long channel-length transistors

that the drain-source current in a triode transistor is reasonably well modelled by an equation in which the nonlinear
distortion terms do not depend on the controlling gate voltage. In other words, although the linear term of each drain
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Fig. 12.45 A single-input four-transistor MOSFET-C integrator. It can cancel both even and odd 
distortion products if the nonlinear terms are not dependent on the control signals,  and .
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516 Chapter 12 • Continuous-Time Filters

current is set by the controlling gate voltage, all distortion terms of the drain currents remain equal in the pair
 as well as in the pair,  since, within each pair, the drain-source voltages are equal. As a result of

the cross-coupling connection, both the even and odd distortion terms cancel. Unfortunately, this model does not
hold as well for short-channel devices, and transistor mismatch also limits the achievable distortion performance.
Hence, in practice, one might expect around a 10-dB linearity improvement using this technique over the two-tran-
sistor MOSFET-C integrator.

12.8.4 R-MOSFET-C Filters

Another technique intended to improve the linearity of MOSFET-C filters is the use of additional linear resistors
[Moon, 1993]. An R-MOSFET-C first-order filter and its MOSFET-C counterpart are shown in Fig. 12.46. Using
the equivalent active-RC half circuit, shown in Fig. 12.46(c), one finds the transfer function of this first-order
R-MOSFET-C filter to be given by

(12.172)

where  and  represent the small-signal drain-source resistances of  and
, respectively. Note that the dc gain of this first-order filter is not adjustable.

However, it can be set precisely since it is determined by the ratio of two resistors.
In addition, the time constant can vary from a minimum value of  to an
arbitrarily large value by changing the values of  and  via the control volt-
ages,  and . What this transfer function equation indicates is that at low

frequencies, the feedback around  forces node  to act as a virtual ground, and therefore excellent linearity is
obtained since the circuit is essentially a resistor-only circuit. In [Moon, 1993], a linearity of approximately –90
dB is observed with input signals in the range of a few kilohertz. At higher frequencies, the linearity steadily
decreases, and measured results of –70 dB are reported at the passband edge of a fifth-order Bessel filter (the pass-
band is around 20 kHz). However, it should be noted that the measured values are total-harmonic-distortion val-
ues, and no intermodulation results are reported.

One other approach that has been used to realize high-linearity continuous-time filters is simply to realize differ-
ential active-RC filters, but to realize the capacitors using digitally programmable capacitor arrays. For example,
[Durham, 1993] describes a filter intended for digital-audio interfaces that achieves distortion products at a –94-dB
and a 95-dB signal-to-noise ratio.

12.9 TUNING CIRCUITRY

As mentioned at the beginning of this chapter, one disadvantage of continuous-
time integrated filters is the requirement of additional tuning circuitry. This
requirement is a result of large time-constant fluctuations due mainly to process
variations. For example, integrated capacitors might have 10 percent variations,
whereas resistors or transconductance values might have around 20 percent vari-
ations. Since these elements are constructed quite differently, the resulting 
or  time-constant products are accurate to only around 30 percent with
these process variations. In addition, temperature variations further aggravate the
situation because resistance and transconductance values change substantially
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12.9 Tuning Circuitry 517

over temperature. Thus, we need tuning circuitry to modify transconductance values such that the resulting overall
time constants are set to known values. It should be noted, however, that although absolute component tolerances
are high, relative accuracies can be quite good. Specifically, the ratio of two capacitors (or two resistors, or two
transistors) can be matched to under 1 percent. This section discusses some techniques to realize tuning circuitry
for integrated continuous-time filters. Note that, although the tuning approaches are discussed while we refer to
Gm-C (transconductance-C) filters, the concepts are easily extended to other integrated continuous-time filters, such
as MOSFET-C filters.

12.9.1 Tuning Overview

Consider once again the Gm-C continuous-time biquad filter shown in Fig. 12.10. Its transfer function, repeated
here for convenience, is given by 

(12.173)
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Fig. 12.46 (a) A first-order MOSFET-C filter. (b) A first-order R-MOSFET-C filter. (c) Equivalent 
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Although the transconductances, , have large variations in their absolute values, relative transconductance
values can also be set reasonably accurately. For example, if the transconductors are realized as bipolar differ-
ential pairs with an emitter degeneration resistor (as shown in Fig. 12.12), then the relative transconductance
values of two transconductors is set by the ratio of their respective emitter degeneration resistors (assuming the
gain-cell currents are equal in the two transconductors). Similarly, if other transconductors of the same type are
used, their relative  values can be accurately set by choosing appropriate transistor sizes, bias currents, or
resistor values (or some combination of the three). As a result, we can write all the transconductance values,

, as an accurate constant multiplied by some basic transconductance value. Specifically, let us write all the
transconductance values, , as a function of , resulting in

(12.174)

Here, the constants, , are set reasonably accurately by appropriate transistor, resistor, or bias-current scaling.
Furthermore, let us also write

(12.175)

where  is a constant that is accurately set as the ratio of capacitance values. Similarly, let kX = CX/CA. With
such an approach, (12.173) becomes

(12.176)

We see from (12.176) that the coefficients for this second-order filter can be accurately set if only one ratio is
tuned—that of . Since it is difficult to tune , the ratio  is tuned by changing . Of course,
as  is varied, all the other transconductance values, , are also changed since their values must track that of

 by their respective constants, . It should be mentioned here that this same single transconductance tuning is
also valid for higher-order filter structures. 

In summary, the most common way to tune a continuous-time integrated filter is to build an extra transcon-
ductor that is tuned (tuning details are discussed next) and to use the resulting tuning signal to control the filter
transconductors, as shown in Fig. 12.47. Such an approach is commonly referred to as indirect frequency tuning.
This tuning is indirect since one relies on matching between the filter transconductors (and parasitic capacitances)
and the extra transconductor. In other words, the filter is not directly tuned by looking at its output signal.
Frequency tuning refers to the fact that the ratio  is equal to the unity-gain frequency of a  integra-
tor. (  is also proportional to the pole frequency, , in a first- or second-order filter.) 
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12.9 Tuning Circuitry 519

Unfortunately, this frequency-tuning approach may not be sufficient in some applications due to nonideal
integrators or mismatch effects. In these applications, some extra tuning circuitry known as Q-factor tuning (dis-
cussed later in this section) can be used. It is also possible to implement direct tuning where the filter is tuned by
directly looking at the filter’s output. Two such direct approaches are also discussed in this section.

12.9.2 Constant Transconductance

As just discussed, if no tuning is performed, one might expect around a 30-percent tolerance on the absolute value
for the  ratio. However, integrated capacitance tolerance typically accounts for only a 10-percent variation
in the overall 30-percent tolerance. Thus, in applications where a 10-percent variation can be permitted (such as an
anti-aliasing filter with a sample rate moderately higher than the Nyquist rate), it is sufficient to set only the 
value with the use of a fixed external resistor. As we will see below, such tuning of a  value is not difficult and
does not require any clock signals.

In the case where 10-percent accuracy is not enough, clearly one must also account for capacitor tolerance.
One way to do so (while still not needing a clock signal) is to have a variety of external resistors available and
choose the most appropriate one to also account for capacitor tolerance. With such an approach, one might expect
that the overall  ratio would be accurate to under 1 percent. Although a variety of methods exist for
choosing this external resistance, one way is to use a known value of external resistance and measure the step
response of the filter during system production. This step-response result can then be used to determine the 
value, and hence the proper resistance value can be calculated. Finally, since integrated capacitors typically have
small temperature coefficients, overall temperature effects are small if the external resistor is also chosen to have
a low temperature coefficient. 

To set a transconductance value equal to the inverse of an external resistance, (i.e., ), a variety
of feedback circuits can be used. Two example circuits are shown in Fig. 12.48, where it should be noted that, in both
cases, it is assumed the transconductor’s transconductance increases as the level of the control signal is increased. In
Fig. 12.48(a), if  is too small, the current through  is larger than the current supplied by the transconductor,
and the difference between these two currents is integrated with the opamp and capacitor. As a result, the control
voltage, , is increased until these two currents are equal (but opposite in direction) and, therefore,

. The circuit in Fig. 12.48(b) shows two voltage-to-current converters—one is the transconductor
being tuned, and the other is a fixed voltage-to-current converter that simply needs a large transconductance and is
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Fig. 12.48 Constant transconductance tuning. Possible tuning circuits if the transconductors 
are (a) voltage controlled or (b) current controlled. In both circuits, it is assumed the transconductor’s 
transconductance increases as the level of the control signal increases.  is an arbitrary voltage 
level, whereas  is an integrating capacitor used to maintain loop stability.
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520 Chapter 12 • Continuous-Time Filters

not necessarily linear. (It might be implemented as a simple differential pair.) This circuit operates as follows: If
 is too small, then the voltage at the top of  will be less than  and the fixed V/I converter will increase
. At steady state, the differential voltage into the fixed V/I converter will be zero, resulting in .

12.9.3 Frequency Tuning

A precise tuning of a  ratio can be achieved if an accurate time period is available. For example, assuming
one has available an accurate clock frequency, say, , then one method of frequency tuning is by using a switch-
capacitor circuit as shown in Fig. 12.49 [Viswanathan, 1982]. Here, the tuning circuit is quite similar to the
constant-transconductance approaches of Fig. 12.48, except that the external resistance is replaced with a
switched-capacitor equivalent resistance. From Chapter 14, the equivalence resistance of the switched-capacitor
circuit is given by , and therefore the transconductance value, , is set to . In this way,
the  ratio is accurately set to , and hence precise frequency tuning can be achieved without
any external components. Note that an additional low-pass filter, , has been added here to remove the high-
frequency ripple voltage due to using a switched-capacitor circuit. It should also be noted that, since this method
requires a clock signal, there is a strong possibility that some of the clock signal will leak into the continuous-time
filter, either mainly through the transconductor controlling signal or through the IC substrate.

One difficulty with this switched-capacitor tuning approach is that it requires large transconductance ratios
(and hence poorer matching) if high-frequency filters are desired. For example, consider the case of a 100-MHz
filter, where the  ratio should be set to around . If a capacitance value, , is assumed to
be , then . Thus, in the tuning circuit of Fig. 12.49, assuming that , we
would require the switched-capacitor circuit to be clocked at the impractical frequency of

(12.177)

At first glance, one might consider reducing this clock frequency by increasing the value of , but, although 
is reduced, settling-time requirements remain difficult since the capacitance, , is larger. Another way to reduce 
is to let the tuning circuit set a smaller transconductance value, say, . In this way,  is reduced by ten but the
filter’s transconductors must be 10 times greater than the tuning circuitry’s transconductor. Thus, poorer matching
occurs between the filter and the tuning circuitry, resulting in a less accurate frequency setting for the filter. 

Another approach to lower the clock frequency of this switched-capacitor tuning circuitry is by using two
scaled current sources, as shown in Fig. 12.50 [SilvaMartinez, 1992]. Using an equivalent resistance of
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Fig. 12.49 A frequency-tuning circuit where  is set by a switched-capacitor circuit. The 
switched-capacitor branch has a clock frequency of . The low-pass filter, , is set to a 
frequency low enough to reduce the high-frequency ripple voltage.
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12.9 Tuning Circuitry 521

 for the switched-capacitance circuit, and noting that the diode-connected transconductor is equivalent
to a resistor of value , one can show that when the average current into the integrator is zero, the transcon-
ductance value is given by

(12.178)

Thus, the clock frequency of this circuit is  times lower than that for the circuit shown in 15.47. This circuit was
used to tune a 10.7-MHz bandpass filter, where a value of  was used, resulting in a clock frequency of only
450 kHz. The low-pass filter was also realized by using a switched-capacitor circuit and an off-chip capacitor.

Another approach to achieving frequency tuning is to use a phase-locked loop (PLL) (described in
Chapter 19) as shown in Fig. 12.51 [Tan, 1978]. Here, two continuous-time integrators are placed in a loop to real-
ize a voltage-controlled oscillator that is placed into a phase-locked loop. After the circuit is powered up, the neg-
ative feedback of the PLL causes the VCO frequency and phase to lock to the external reference clock. Once the
VCO output is locked to an external reference signal, the  ratio of the VCO is set to a desired value, and the
control voltage, , can be used to tune the integrated filter. It should be noted that choosing the external refer-
ence clock is a trade-off because it affects both the tuning accuracy as well as the tuning signal leak into the main
filter. Specifically, for best matching between the tuning circuitry and the main filter, it is best to choose the refer-
ence frequency that is equal to the filter’s upper passband edge. However, noise gains for the main filter are typi-
cally the largest at the filter’s upper passband edge, and therefore the reference-signal leak into the main filter’s
output might be too severe. As one moves away from the upper passband edge, the matching will be poorer, but an
improved immunity to the reference signal results. Another problem with this approach is that, unless some kind
of power-supply-insensitive voltage control is added to the VCO, any power-supply noise will inject jitter into the
control signal, . The addition of amplitude control is quite complicated. For a good discussion of this phase-
locked-loop approach, see [Krummenacher, 1988; Khoury, 1991]. For a better understanding of the operation of a
phase-locked loop, see Chapter 19.

Fig. 12.50 A switched-capacitor frequency-tuning circuit that operates at a lower clock frequency.
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522 Chapter 12 • Continuous-Time Filters

Another, somewhat similar, approach that has been used is based on having a tracking filter that locks onto a
fixed-frequency input [Khorramabadi, 1984]. This approach is reported to be less sensitive to power-supply noise.
The control voltage for the tracking filter is used to adjust the transconductors that are used in the actual system,
assuming the transconductors in the tracking filter match the transconductors in the actual system. An example
calibration system is shown in Fig. 12.52. When the low-pass filter has the same resonant frequency as the exter-
nal reference clock, it has exactly a  phase shift. Therefore, the correlation between its input and output
is zero. If the frequencies are not the same, then the correlation, as obtained by the multiplier and integrator, is
nonzero. The negative feedback from the output of the integrator to the frequency-control voltage of the filter
drives the resonant frequency in the proper direction to equalize the two frequencies. After lock is obtained, the
same control voltage can be used for other filters. The other filters will be tuned to known time constants, assum-
ing they match the filter in the control loop.

It is important that the integrator in the loop have a very low-frequency time constant in order to filter out the
component at twice the external reference frequency that is present at the output of the multiplier. Otherwise, this
component can cause clock leakage into the other filters being tuned. A variant on this scheme drives the correla-
tion between a notch output and a low-pass filter output (obtained from the same biquad) to zero when one is
obtaining the control voltage [Kwan, 1991]. This latter method has much fewer signal components at twice the
frequency of the external reference clock and does not require as large a time constant for the integrator in the
loop. This makes the latter method more readily integrable without external components. Also, the loop is less
sensitive to phase errors; it will always converge to the notch frequency, even when the difference in phase
between the low-pass and notch outputs is not exactly .

12.9.4 Q-Factor Tuning

In some applications, such as high-speed or highly-selective filtering, nonideal integrator effects and parasitic
components force the need to also tune the Q-factors of the poles of the integrated filter. Although we have seen
that tuning a single time constant can set all coefficients of an integrated filter with around 1% accuracy, when
Q > 1, even small errors in the Q-factor can result in large errors in the filter frequency and step response.  Hence,
in some applications additional tuning is needed to precisely set the Q-factors.

One way to perform Q-factor tuning is to tune the phase of the filter’s integrators to ensure that they all have
a 90-degree phase lag near the filter’s passband edge. An integrator’s phase response can be adjusted by introduc-
ing a tunable resistance (say, realized as a transistor in triode) in series with the integrating capacitor. The control
voltage for this tunable resistance, , is generated by a Q-factor tuning circuit, shown in Fig. 12.53, and passed
to all the filter integrators.

Alternatively, in the case where the integrated filter is second order, the pole Q can be adjusted by changing
the transconductance of the damping transconductor in the filter. Specifically, referring back to (12.176) and
equating the denominator to a second-order denominator written in the form of  and , we have

(12.179)

Fig. 12.52 Using a tracking filter to derive a control signal for tuning continuous-time filters.
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Solving, we find the following relationships:

(12.180)

(12.181)

From this  relationship, we see that the Q factor of the filter’s poles is inversely proportional to , and hence
one need only tune  to adjust the Q factor of this second-order filter.

The control signal, , for either of the preceding Q-factor tuning approaches can be realized using the mag-
nitude-locked loop system shown in Fig. 12.53 [Schaumann, 1990]. The circuit’s operation is based on the knowl-
edge that a Q-factor error results in a magnitude error in a filter’s frequency response. To measure the magnitude
error, a sinusoidal signal of an appropriate reference frequency is applied to a Q-reference circuit, and the magni-
tude of its output is compared to a scaled version of the input signal’s magnitude. This sinusoidal frequency might
be obtained as the output of the VCO in the frequency-tuning circuitry.

12.9.5 Tuning Methods Based on Adaptive Filtering

Adaptive filters are commonly used in digital-signal-processing applications such as model matching, channel equal-
ization, and noise (or echo) cancellation. It is also possible to use adaptive filter techniques to tune a continuous-time
integrated filter to a given specification. One example of such an approach is shown in Fig. 12.54 [Kozma, 1991],
where the adaptive tuning circuitry is used to minimize the error signal. During tuning, the input to the tunable filter
is a predetermined output from a pseudorandom (PN) 4-bit sequence and a D/A converter. Since the input is known
and repetitive, the ideal output from a desired transfer-function can be precalculated (or simulated) and used as a
reference signal for the adaptive system. After adaptation, the transfer function of the tunable filter should match
that of the desired filter, and, by freezing the coefficients (assuming they are digitally controlled), the tunable filter
can be disconnected from the tuning circuit and used in the desired operation. With this approach, it is possible to
tune all the poles and zeros of the tunable filter to better match the desired transfer function. 

Another adaptive-filter tuning method intended for high-speed data transmission over a twisted-wire pair is
shown in Fig. 12.55 [Shoval, 1995]. In this application, the filter input is a data stream of ones and zeros that are
represented by the input signal being either high or low. Before transmission, a pulse-shaping filter is required to
ensure that not too much high-frequency power is radiated from the twisted-wire channel. The two tuning loops
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(frequency and Q-factor loops) rely on the fact that the input to the filter is a series of steps (say, ), and thus,
in fact, tune the step response of the filter. Specifically, frequency tuning is accomplished by ensuring that the zero
crossing of the filter’s low-pass output occurs at the correct time period after a data transition. Also, Q-factor tun-
ing is performed by comparing the peak in the filter’s bandpass output with a known voltage. Fortunately, the peak
in the bandpass output occurs at approximately the same time as the zero crossing, so both detectors can be real-
ized through the use of two clocked comparators, which are triggered at a set time after a data transition. In sum-
mary, clever tuning techniques can be implemented when a restricted set of input signals are applied to a tunable
filter such as in data communication circuits.

Fig. 12.54 A tuning approach in which all the poles and zeros of the tunable filter can be adjusted. 
The 15-level DAC outputs are determined by what the ideal filter response would generate, while 
the adaptive tuning circuitry minimizes the error signal.
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12.10 Introduction to Complex Filters 525

12.10 INTRODUCTION TO COMPLEX FILTERS
This section is based upon the tutorial introduction published in [Martin, 2004] much of which is in turn based
upon work published in [Lang, 1981], [Snelgrove, 1981], [Snelgrove, 1982], [Allen, 1985].

12.10.1 Complex Signal Processing

A complex signal consists of a pair of real signals at an instant in time. If one denotes the complex signal, , as
, where , then a Hilbert Space can be defined using appropriate definitions for addi-

tion, multiplication, and an inner-product and norm. In an actual physical system, the signals are both real (but are
called the real and imaginary parts) and are found in two distinct signal paths. The multiplier “ ” is used to help
define operations between different complex signals, and is to some degree imaginary; i.e., it doesn’t actually
exist in real systems. Often the dependence of signals on time is not shown explicitly.

The use of complex signal processing to describe wireless systems is increasingly important and ubiquitous for
the following reasons: it often allows for image-reject architectures to be described more compactly and simply; it
leads to a graphical or signal-flow-graph (SFG) description of signal-processing systems providing insight, and it
often leads to the development of new systems where the use of high-frequency highly selective image-reject filters
is minimized. The result is more highly integrated systems using less power and requiring less physical space.

As an example, consider the popular “quadrature” mixer with a real input as shown in Fig. 12.56. In the com-
plex SFG, two real multiplications have been replaced by a single complex multiplication. Furthermore, since in
the time domain we have

(12.182)

then taking the Fourier transform we have

(12.183)

and we see that an ideal quadrature mixer results in a simple frequency-shift of the input signal with no images
occurring, a conclusion that is obvious from Fig. 12.56(b), but is certainly not obvious from Fig. 12.56(a). If this
mixer is followed by a low-pass filter in each path, then it can be used to directly demodulate carrier-frequency
signals without images. For this reason, it often called an image-reject mixer although if one is being accurate, the
term should denote the combination of the quadrature mixer and lowpass filters.

Complex signal processing systems operate on ordered pairs of real signals. A possible definition for a
complex inner-product is

(12.184)
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Fig. 12.56 A signal-flow-graph (SFG) of an quadrature mixer using (a) a real SFG and 
(b) a complex SFG.
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526 Chapter 12 • Continuous-Time Filters

Combining this definition with the typical definitions for complex inversion, addition, and multiplication, and
with the properties of commutation and association, constitutes a Hilbert space. It is assumed that all signals are
periodic and frequency-limited and therefore can be expressed as a finite series of “complexoids”3

(12.185)

where  is in general complex. Here, we will limit our consideration to a single (or a few) complexoids in order
to simplify explanations.

12.10.2 Complex Operations

Complex continuous-time filters are realized using only three basic operations: complex addition, complex multi-
plication, and complex integration.

A complex addition of two complex signals simply adds the two real parts and
the two imaginary parts independently. Consider the real SFG that represents add-
ing a complex signal to a second complex signal, as is shown in Fig. 12.57(a). Its
complex SFG is shown in Fig. 12.57(b).

Slightly more complicated is a complex multiplication; consider multiplying a
complexoid  by a complex coefficient . We have

(12.186)

The real SFG of this operation is shown in Fig. 12.58(a). Once again the complex SFG of a multiplication opera-
tion, as shown in Fig. 12.58(b), is considerably simpler. Note that the real SFG does not include the constant 
anywhere, whereas, in the complex SFG, it is admissible.
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A special case is the multiplication of an input signal by the constant j. This is shown using a complex SFG in
Fig. 12.59(a) and a real SFG in Fig. 12.59(b). This operation is simply an interchanging of the real and inverted
imaginary parts; this operation is the basis of realizing imaginary components in complex networks; that is, imag-
inary gains are realized by cross-coupling in the two real networks.

One additional operation is required for realizing complex filters: the integration operator. This simply
consists of applying the corresponding real operation to each part of the complex signal, as shown in
Fig. 12.60.

12.10.3 Complex Filters

Complex filters are important and widely used signal processing blocks in
modern wireless transceivers. Complex filters use cross-coupling between the
real and imaginary signal paths in order to realize asymmetrical (in the fre-
quency domain) filters having transfer functions that do not have the conju-
gate symmetry of real filters. This implies that their transfer functions have
complex coefficients. Complex filters can be realized using the basic opera-
tions of addition and multiplication and the integrator operator.

A complex transfer function can be realized by using four real SFG filters
as shown in Figure 12.61 where we have

(12.187)

and

(12.188)

When the filters leading from the real and imaginary branches of Fig. 12.61 do not exactly match, imaging errors
(plus less harmful magnitude response errors) occur.
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12.10.4 Frequency-Translated Analog Filters

Complex analog transfer functions can be realized by frequency-translating real fil-
ters [Snelgrove, 1982], [Sedra, 1985]. Specifically, one method for deriving complex
transfer functions is to employ a complex substitution for the Laplace variable . For
example, to effect a positive frequency shift, one uses the substitution

(12.189)

The effect of this substitution on a low-pass filter is shown in Fig. 12.62
A method for realizing complex analog filters is to start with an active RC prototype filter and then transform

it to a complex frequency-translated filter; the procedure to do this is simple:

• First, use an active-RC prototype filter that is fully-differential. This is used to make the realization of negative
components trivial.

• Secondly, replicate exactly the prototype filter in order to realize the signal path for the imaginary signal components.
• Finally, add cross-coupled resistors for each capacitor. The size and signs of these resistors determine the fre-

quency translation.

Complex H(s)X s( ) Y s( )

(a)
Fig. 12.61 Realizing a complex filter  by real SFG transfer 
filters  and .

H s( ) R s( ) jQ s( )+=
R s( ) Q s( )

R(s)

Q(s)

Q(s)

R(s)

xr s( )

xq s( )

yr s( )

yq s( )

(b)

Key Point:  Real filters 
can be frequency-
translated into complex 
transfer functions by 
substituting (s – jω) for s.

s

s s jω0–→

0

H0 ω( )

0

H ω( )

ω0

Δω ω0=

(a)

(b)

Fig. 12.62 (a) A bas e-band prototype
magnitude filter  response, and ( b) the
magnitude r esponse of a complex filt er
obtained by the substitution .s s jω0–→
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12.10 Introduction to Complex Filters 529

The second step transforms the real prototype filter into a complex conjugate
symmetric filter at the same frequencies as the prototype filter. To see how the
third steps results in the desired frequency translation, consider Fig. 12.63.

Fig. 12.63(a) shows one of the capacitors in a complex filter at the same fre-
quencies as the real prototype filter. Applying the frequency translation

 results in transforming the capacitor to an admittance of a capacitor
(of the same size) in parallel with an imaginary resistor of size  according
to the substitution

(12.190)

This is shown in Fig. 12.63(b) where

(12.191)

In order to realize the complex filter using real components, two identical real filters are used with cross-
coupling, as is shown in Fig. 12.63(c). The negative cross-coupled resistor can be realized using fully differ-
ential circuits.

EXAMPLE 12.11

Design a complex filter with a transmission zero at .

Key Point:  Beginning with 
an active-RC prototype filter, 
duplicating it, and cross-cou-
pling the two signal paths 
with resistors results in a 
complex frequency transla-
tion of the filter response.

Fig. 12.63 (a) A capacitor in the real prototype filter, (b) the transformed capacitor in the 
complex filter, and (c) the real-component realization of the complex capacitor.

Ci

Ci

j– Gi

X Y

x y

Ci

Ci

Gi

G– i

xr

xq

yr

yq

(a)

(b)

(c)

s s jω0–→
j– ω0C

sC sC jω0C–→

Gi ω0Ci=

s jω0–=
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Solution
Begin with the passive RC high-pass filter shown in Fig. 12.64(a) which has a transmission zero at . The
transmission zero at dc will be frequency-shifted to negative frequencies, so we use the substitution .
Letting

(12.192)

gives the required substitution as

(12.193)

Thus, the complex frequency-shifted high-pass is now as shown in Fig. 12.64(b). A fully-differential version of
the circuit of Fig. 12.64(b) is shown in Fig. 12.64(c). This complex filter can be realized by two parallel real filters

Fig. 12.64 Using a complex frequency translation to realize a PPF: (a) the high-pass prototype, 
(b) the complex band-stop having a complex admittance, (c) a fully-differential version of (b), 
and (d) replacing the complex admittances with cross-coupled real admittances between 
the real and imaginary paths.

G1

C

G1

C

jG2

C

G1/2

jG2

C

C

G2

C

G2

xr
+

xr
-

yr
+

yr
-

xq
+

xq
-

C

G2

C

G2

xq
+

xq
-

yq
+

yq
-

xr
+

xr
-

(a)
(b)

(c)

(d)

G1/2

G1/2
jG2

x y
X Y

X+

X-

Y+

Y-

s 0=
s s jω0+→

ω0
G2

C
------=

sC sC jG2+→
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with cross-coupled resistors, as is shown in Fig. 12.64(d). This circuit is referred to as a poly-phase network. Tak-
ing the load  would result in very narrow notches. Normally, poly-phase networks are intended to be cas-
caded [Gingell, 1973] and the load on each section is the succeeding section [Behbahani, 2001].

An alternative procedure for realizing continuous-time complex filters is based on frequency-translating SFG
prototype filters which are based on integrators [Snelgrove, 1982]. This procedure is illustrated by applying it to
the single integrator shown in Fig. 12.65(a). In Fig. 12.65(b) and (c) are shown complex SFGs that realize the fre-
quency-shifted integrator. The complex SFG of Fig. 12.65(c) is converted to the equivalent real SFG of
Fig. 12.65(d), where the necessary cross-coupling is explicit. The procedure for frequency-shifting any real SFG
integrator-based filter is simply: a) replicate the real SFG filter for the imaginary path, and b) cross-couple at each
integrator, as is shown in Fig. 12.65(d); the strength of the cross-couplings determine the frequency of the shift.
As always, this cross-coupling is simplified by using fully-differential circuits.

12.11 KEY POINTS
• Continuous-time integrated analog filters process signals that are both continuous in amplitude and time. Dis-

crete-time analog filters process signals sampled in time, and therefore generally operate on lower-frequency
signals than their continuous-time counterparts. [p. 469]

• Integrators, summers, and gain stages are the fundamental building blocks of analog filters. [p. 469]
• Any rational transfer function with real-valued coefficients may be factored into first- and second-order terms

and, therefore, implemented as a cascade of first- and second-order filters. [p. 470]
• One integrator is required for each pole in an analog filter. [p. 470]
• A popular biquad implementation is two integrators in a loop, one being lossy. The gains around the loop deter-

mine its resonant frequency, the integrator loss determines the Q-factor, and the input gains and locations deter-
mine the transfer function zeros and gain. [p. 471]

G1 0=

xr 1 s⁄ yr

(b)

1
s jω0–
----------------X Y

1 s⁄

jω0

X Y

(c)

1 s⁄

1 s⁄

ω0

ω0

xr

xq

yr

yq

(d)

(a)

Fig. 12.65 Frequency shifting a real integrator to a complex positive-frequency 
integrator.
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• In Gm-C filters, integrators are realized with a transconductor, which produces a output current proportional to
the input voltage, and a capacitor, which integrates the current to produce the output voltage. [p. 472]

• Current signals are readily summed by simply shorting them together. [p. 473]
• Fully-differential circuits are often preferred in analog integrated circuits as they provide improved linearity and

noise immunity. [p. 474]
• Differentiating signal paths are sometimes provided by capacitive feed-ins. [p. 475]
• Source-degenerating a differential pair with a resistor linearizes the relationship between differential input volt-

age and output current. The result is a transconductor with a value approximately equal to the degeneration
resistance. [p. 480]

• Feedback may be used to more accurately reproduce the input voltage across the degeneration resistor or further
improve the linearity of transconductors with fixed resistors. [p. 483]

• Triode transistors can be used in placed of fixed resistors to make transconductors tunable, although their linear-
ity is generally reduced. [p. 484]

• Transconductors whose gain is based upon the small-signal transconductance of active-mode transistors gener-
ally offer increased speed, but reduced linearity, compared with transconductors based upon triode devices.
[p. 493]

• Bipolar transconductors based on fixed resistors may be made tunable by cascading them with an adjustable-
gain cell. [p. 500]

• Active RC filters employ resistors connected to virtual ground nodes to perform voltage-to-current conversion,
and then integrate the resulting currents upon Miller capacitors, connected in feedback around high-gain ampli-
fiers. [p. 510]

• Replacing the fixed resistors of an active RC integrator with transistors in triode provides tunability, but reduces
linearity. [p. 514]

• Adding fixed passive series resistors to active MOSFET-C filters can improve their linearity. [p. 516]
• Analog filter time constants, determined by Gm/C or RC products, vary considerably over process and temper-

ature. Hence, tuning is required to ensure accurate and repeatable frequency responses. [p. 516]
• Complex filters are realized using three basic operations performed on ordered pairs of real signals: complex

addition, multiplication, and integration. [p. 526]
• Complex filters use cross-coupling between real and imaginary signal paths to realize transfer functions that do

not have the frequency-domain conjugate symmetry of real filters. [p. 527]
• Real filters can be frequency-translated into complex transfer functions by substituting (s – jω) for s. [p. 528]
• Beginning with an active-RC prototype filter, duplicating it, and cross-coupling the two signal paths with resis-

tors results in a complex frequency translation of the filter response. [p. 529]
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12.13 PROBLEMS
Unless otherwise stated, assume the 0.8  technology CMOS devices from Table 1.5, and npn bipolar transis-
tors with the following parameters:

12.13.1 Section 12.1: Introduction to Continuous-Time Filters

12.1 Find all of the signal path gains that are required in the general biquad in Fig. 12.2 to realize a bandpass filter with 
a center frequency of  and a Q-factor of 3.

12.2 Find the transfer function of the general biquadratic signal flow graph in Fig. P12.2.

μ

μm

β 100=
VA 80 V=
τb 13 ps=
τs 4 ns=
rb 330 Ω=

ω0 2π 34 MHz⋅=
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12.13.2 Section 12.2: Introduction to Gm-C Filters

12.3 Draw the schematic of a fully-differential Gm-C implementation of the signal flow graph in Fig. P12.2.
12.4 Based on the block diagram of Fig. 12.9, find transconductance values for a first-order filter with a dc gain of 10 

and a pole at  (no finite zero). Assume the integrating capacitors are sized .
12.5 Find the transconductance and capacitance values of the second-order filter of Fig. 12.10 for a low-pass filter with 

a pole frequency of , , and a dc gain of 5.
12.6 Derive the design equations for the biquad circuit shown in Fig. 12.18.

12.13.3 Sections 12.3 to 12.7: Transconductor Circuits

12.7 Consider the transconductor shown in Fig. 12.13. Find the transconductance of this circuit for finite opamp gains .
12.8 In the transconductor of Fig. 12.12(b), find the minimum collector voltages of  such that they remain in 

the active region for  around a common-mode voltage of . Repeat for the transconductor of 
Fig. 12.13 where  and  are replaced by bipolar transistors.

12.9 In the transconductor of Fig. 12.14, find the new transconductance value if the base-emitter areas of  are 
four times those of .

12.10 Consider the transconductor of Fig. 12.14, where we want . What are reasonable values for  
and  such that all transistors do not fall below 20 percent of their nominal bias current when the peak value of 

 is 500 mV?
12.11 Consider the linearized two-differential pairs shown in Fig. 12.36, where . Find the percentage of 

error between an ideal linear transconductor and the true output current when .
12.12 Consider the circuit Fig. 12.15, with , , , , and .

a. Find the transconductance, .
b. Assuming a perfectly linear transconductor, find  when  equals  and .
c. Find the true value of  when  equals  and  by taking into account the triode equation for 

(assume everything else is ideal). Compare your results with those in part (b).
12.13 Choose reasonable transistor sizes for the circuit in Fig. 12.19 to realize a transconductor that has 

, , and a peak differential-input voltage of 1 V.
12.14 Consider the circuit in Fig. 12.24, where all transistors have  , , 

and . Find the transconductance of the circuit.
12.15 Show that the transconductance of Fig. 12.26 is given by 

ω– o Q⁄

Vin s( )

Vout s( )

k0

1 ωo⁄ ωo

ω– o

1 s⁄ 1 s⁄

k2

Fig. P12.2k1

15 MHz CA 5 pF=

10 MHz Q 1=

A

Q1 Q2,
vi 1 V±= 2 V

Q1 Q2

Q7 Q8,
Q3 Q4,

Gm 1 mA V⁄= I1

I2

vi vi
+ vi

––=

I1 2 mA=
vi 48 mV=

I1 100 μA= I2 10 μA= W L⁄( )9 2= VC 5 V= vi
- 2.5 V=
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io1 vi
+ 2.6 V 3 V

io1 vi
+ 2.6 V 3 V Q9

Gm 0.3 mA V⁄= k1 k3⁄ 6.7=

W L⁄ = 10 μm 2 μm⁄ VDD VSS– 2.5 V= =
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Gm
n

n 1+
------------⎝ ⎠
⎛ ⎞ 4 kIB=
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12.16 Consider the transconductor shown in Fig. 12.28, where all transistors have size , 
, and . What is the maximum differential input,  (centered around 

0 V), that can be used while maintaining proper operation?
12.17 Show that the circuit of Fig. 12.30 results in

12.13.4 Section 12.8: Active RC and MOSFET-C Filters

12.18 Draw a signal flow graph representation of the active RC fil-
ter in Fig. P12.18 with signal path gains written in terms of 
the passive component values.

12.19 Find the frequency response of the active RC filter in Fig. 
P12.18 in terms of the resistor and capacitor component val-
ues assuming an ideal opamp.

12.20 Repeat Problem 12.19, this time assuming the opamp has a 
finite dc gain  and unity-gain frequency . Sketch the 
resulting magnitude response  and compare 
it to that expected with an ideal opamp.

12.21 Design a first order lowpass active RC filter based upon the circuit of Fig. P12.18 to have a dc gain of 3 and a 
3-dB bandwidth of 15 MHz.

12.22 Draw the schematic of a fully-differential two-transistor MOSFET-C filter implementation of the signal flow 
graph in Fig. P12.2.

12.23 Using two-transistor integrators, design a MOSFET-C second-order low-pass filter with a pole frequency of 
, , and a dc gain of 2. Let the integrating capacitors be , , and .

W L⁄ 10 μm 2 μm⁄=
IB 50 μA= VDD VSS– 3 V= = v1 v2–

i1 i2– K VB 2Vtn–
⎝ ⎠
⎛ ⎞ 2v1 VB–

⎝ ⎠
⎛ ⎞=

Fig. P12.18
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C2
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Vin ω( ) Vout ω( )⁄
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Discrete-Time Signals

A basic understanding of discrete-time signal processing is essential in the design of most modern analog systems.
For example, discrete-time signal processing is heavily used in the design and analysis of oversampling analog-to-
digital (A/D) and digital-to-analog (D/A) converters used in digital audio, wireless communication, and instru-
mentation applications. Also, a discrete-time filtering technique known as switched-capacitor filtering is a popular
approach for realizing fully integrated analog filters. Switched-capacitor filters are in the class of analog filters
since voltage levels in these filters remain continuous. In other words, switched-capacitor filters operate and are
analyzed using discrete time-steps but involve no A/D or D/A converters; hence, they are quantized in time but not
in amplitude. This chapter presents some basic concepts of discrete-time signals and filters.

13.1 OVERVIEW OF SOME SIGNAL SPECTRA
Consider the spectra of sampled and continuous-time signals in the block
diagram systems shown in Fig. 13.1, where it is assumed that the continu-
ous-time signal, , is band limited through the use of an anti-aliasing fil-
ter (not shown). DSP refers to Discrete-time signal processing, which may
be accomplished using fully digital processing or discrete-time analog cir-
cuits such as switched-capacitor filters. Some example time signals and fre-
quency spectra for this system are shown in Fig. 13.2. Here,  is a
periodic impulse train in time with a period of , where  equals the inverse
of the sampling frequency, . Some relationships for the signals in
Figs. 13.1 and 13.2 are as follows:

1.  has the same frequency spectrum as , but the baseband spectrum repeats every  (assuming that
no aliasing occurs and hence, an anti-aliasing filter is needed).

2.  has the same frequency spectrum as , but the sampling frequency is normalized to 1.
3. The frequency spectrum for  equals that of  multiplied by a response of  (in effect,

multiplying  by this response helps to remove high-frequency images).

The remainder of this chapter confirms these spectral relationships and introduces other basic discrete-time concepts.

13.2 LAPLACE TRANSFORMS OF DISCRETE-TIME SIGNALS
Consider the sampled signal, , related to the continuous-time signal, , as shown in Fig. 13.3. The signal

 is fictitious; it does not arise anywhere in a practical physical realization, such as the one depicted in
Fig. 13.1(b). However, it is a useful tool to aid our understanding and modeling of practical discrete-time signals.

Key Point:  Discrete-time signals 
may be processed either digitally, 
in which case they are quantized 
both in time and amplitude, or 
using discrete-time analog cir-
cuits such as switched-capacitor 
circuits, in which case the signal 
amplitude is continuously 
variable.
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Compared to ,  has been scaled by  such that the area under the pulse at  equals the value of
. In other words, at , we have

(13.1)

Fig. 13.1 Performing DSP on ana log signals. (a) Conceptual realization, and (b) typ ical
physical realization. 
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Fig. 13.2 Some time signals and frequency spectra.
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such that the area under the pulse, , equals . Thus, as , the height of  at time  goes to ,
and so we plot  instead of .

We define  to be the step function given by

(13.2)

Then  can be represented as a linear combination of a series of pulses, , where  is zero everywhere
except for a single pulse at . The single-pulse signal, , can be written as

(13.3)

so that we can now write  as

(13.4)

Note that these signals are defined for all time, so we can find the Laplace transform of  in terms of .
Using the notation that  is the Laplace transform of , we find the Laplace transform  for  to be
given by

(13.5)

Since  is merely a linear combination of , we also have (for )

(13.6)

Using the expansion , when , the term before the summation in (13.6) goes to
unity. Therefore, in the limiting case as , we have

(13.7)

Fig. 13.3 Sampled and continuous-time signals.
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13.2.1 Spectra of Discrete-Time Signals

The spectrum of the sampled signal, , can be found by replacing  by  in (13.7). However, a more intuitive
approach to find the spectrum of  is to recall that multiplication in the time domain is equivalent to convolution
in the frequency domain. To use this fact, note that, for ,  can be written as the product

(13.8)

where  is a periodic pulse train, or mathematically,

(13.9)

where  is the unit impulse function, also called the Dirac delta function. It is well known that the Fourier trans-
form of a periodic impulse train is another periodic impulse train. Specifically, the spectrum of , , is
given by

(13.10)

Now writing (13.8) in the frequency domain, we have

(13.11)

where  denotes convolution. Finally, by performing this convolution either mathematically or graphically, the
spectrum of  is seen to be given by

(13.12)

or, equivalently,

(13.13)

Equations (13.12) and (13.13) show that the spectrum of the sam-
pled signal, , equals a sum of shifted spectra of , and therefore
no aliasing occurs if  is band limited to . The minimum
sampling frequency required to avoid aliasing is called the Nyquist
rate, and is equal to two times the signal bandwidth. The relation in
(13.13) also confirms the example spectrum for , shown in
Fig. 13.2. Each copy of the dirac-delta-sampled spectrum is identical:

, where  is an arbitrary integer as seen by substitu-
tion in (13.13).1

Finally, note that the signal  cannot exist in practice when  since an infinite amount of power would
be required to create it. This is evident when one considers the integral of  over all frequencies.

1. The factor  is sometimes omitted from the argument of continuous-time spectra for convenience.
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Key Point:  The spectrum of a sampled 
signal is a sum of shifted copies of the 
original continuous-time spectrum so that 
no aliasing occurs if the original wave-
form is bandlimited to one-half the 
sampling rate. The minimum sampling 
frequency required to avoid aliasing is 
called the Nyquist rate, and is equal to 
two times the signal bandwidth.
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13.3 z-TRANSFORM
For our purposes, the z-transform is merely a shorthand notation for (13.7). Specifically, defining

(13.14)

we can write

(13.15)

where  is called the transform of the samples . 
Two properties of the -transform that can be deduced from Laplace transform properties are as follows:

1. If , then 
2. Convolution in the time domain is equivalent to multiplication in the frequency domain. Specifically, if

, where  denotes convolution, then . Similarly, multiplication in
the time domain is equivalent to convolution in the frequency domain.

Note that  is not a function of the sampling rate but is related only to the numbers , whereas 
is the Laplace transform of the signal  as . In other words, the signal  is simply a series of numbers
that may (or may not) have been obtained by sampling a continuous-time signal. One way of thinking about this
series of numbers as they relate to the samples of a possible continuous-time signal is that the original sample
time, T, has been effectively normalized to one (i.e., ). Such a normalization of the sample time, T, in
both time and frequency, justifies the spectral relation between  and  shown in Fig. 13.2. Specifically, the
relationship between  and  is given by

(13.16)

or, equivalently, the following frequency scaling has been applied:

(13.17)

This normalization results in discrete-time signals having  in units of
radians/sample, whereas the original continuous-time signals have frequency
units of cycles/second (hertz) or radians/second. For example, a continuous-time
sinusoidal signal of  when sampled at  will change by  radians
between each sample. Therefore, such a discrete-time signal is defined to have a
frequency of . Other examples of discrete-time sinusoidal signals
are shown in Fig. 13.4. The spectra of discrete-time signals are always invariant
under shifts of . For example, a discrete-time signal that has a frequency of  is
identical to that of . Thus, normally discrete-time signals are completely specified by considering
their spectra only between  and  rad/sample. For a more detailed discussion of this topic, see [Proakis, 1992].

EXAMPLE 13.1

Consider the spectra of  and , shown in Fig. 13.2, where  is  and  is . Compare the time
and spectrum plots of  and , where  is sampled at . How do the spectra differ between the
two sampling rates?
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Key Point:  Discrete-time 
signal spectra are equal to the 
corresponding sampled signal 
spectra with the sample time 
normalized to 1 Hz. Hence, 
their spectra repeat every 2π.
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Solution
By sampling at , the spectrum of  repeats every , resulting in the signals shown in Fig. 13.5. 

Note that, for , 4 Hz is normalized to , whereas for , 12 Hz is normalized to
.

Fig. 13.4 Some discrete-time sinusoidal signals.
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Fig. 13.5 Comparing time and frequency of two sampling rates.
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13.4 DOWNSAMPLING AND UPSAMPLING
Two important operations in discrete-time signal processing are downsampling and upsampling. Downsampling is
used to reduce the sample rate, and hence the amount of information that must be processed and/or stored, hope-
fully without information loss. Upsampling is used to increase the sample rate. Although noninteger downsam-
pling and upsampling rates can be achieved, here we consider only the case in which  is an integer value.

Downsampling is achieved by keeping every th sample and discarding
the others. As Fig. 13.6 shows, the result of downsampling is to expand the
original spectra by . Thus, to avoid digital aliasing, the spectrum of the orig-
inal signal must be band limited to  before downsampling is done. In
other words, the signal must be sampled  times above its minimum sampling
rate so that no information is lost during downsampling.

Upsampling is accomplished by inserting  zero values between
each pair of consecutive samples, as shown in Fig. 13.7. In this case, one can
show that the spectrum of the resulting upsampled signal is identical to that of the
original signal but with a renormalization along the frequency axis. Specifically,
when a signal is upsampled by , the frequency axis is scaled by  such that 
now occurs where  occurred in the original signal and  identical copies of
the original spectrum are now squeezed within the range 0 to . This operation
is useful when one wishes to increase the effective sampling rate of a signal, par-
ticularly if postfiltering is then applied.

Follow the next two examples carefully—they help explain the spectral changes due to downsampling and
upsampling.

EXAMPLE 13.2

The signal  in Example 13.1 is to be downsampled by . Find the new spectrum, , when every
third sample is kept and the others are discarded. In other words, if the original series of numbers is

, the new series is 

L

Key Point:  To avoid aliasing when 
downsampling by a factor L, the 
original signal must be sampled at 
L times the Nyquist rate.

L

Fig. 13.6 Downsampling by 4: (a) time domain, and (b) frequency domain.
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Key Point:  Upsampling by 
L results in a renormaliza-
tion along the frequency 
axis so that L copies of the 
original signal spectrum 
are now squeezed in the 
range 0 to 2π.
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Solution
Clearly the solution here is that the new sequence is equivalent to  in Example 13.1, and thus its spectrum is
simply .

Note that no information was lost in this example because the initial images of the signal  were far enough
apart. However, if the downsampling operation results in the spectra overlapping one another, then an aliasing phe-
nomenon occurs that is similar to that which occurs when sampling an analog signal lower than the Nyquist rate. In
fact, it can be shown that, to avoid any aliasing during downsampling by the factor , the original signal should be
band limited to .

EXAMPLE 13.3

As an example of upsampling of the signal  in Example 13.1, find the new spectrum, , if two zeros
are inserted between each sample (i.e., if we upsample by ). In other words, if the original series of
numbers was   and had a spectrum , then the new series of numbers is now

 and has a spectrum .

Solution

Perhaps the simplest way to conceptualize the insertion of these extra 0 samples in a series is to look at  in
time and frequency when we let . Recall that  is defined for all time, where it is zero between its
impulses, and the Laplace transform is used to observe its frequency response. With such a sampling frequency,
we note that  is equal to the signal , and thus . To find , recall that it is simply a fre-
quency normalization of , where the sampling frequency is normalized to . In other words, the series 
is simply a normalization of the time between impulses to 1. However, by inserting extra zeros between samples,
the normalization is effectively being done for a time period smaller than that between nonzero impulses. Thus, the
images remain the same while the normalization along the frequency axis is different.

In this example, since two zeros are inserted, the effective sampling rate might be thought of as , but now the
images at  and  remain in contrast to  in Example 13.1. The resulting signals are shown in Fig. 13.8.

Finally, note that if signal processing is used on the samples  to eliminate the two images at  and
, then the resulting signal will equal . In other words, as long as an analog signal is originally sampled

higher than the Nyquist rate, we can use upsampling and digital-signal processing to derive signals that are the
same as if the analog signal were sampled at a much higher rate.

Fig. 13.7 Upsampling by 4: (a) time domain, and (b) frequency domain.
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13.5 DISCRETE-TIME FILTERS
Thus far, we have seen the relationship between continuous-time and discrete-time signals in the time and frequency
domain. However, often one wishes to perform filtering on a discrete-time signal to produce another discrete-time
signal. In other words, an input series of numbers is applied to a discrete-time filter to create an output series of
numbers. This filtering of discrete-time signals is most easily visualized with the shorthand notation of -transforms.

Consider the system shown in Fig. 13.9, where the output signal is defined to be the impulse response, ,
when the input, , is an impulse (i.e., 1 for  and 0 otherwise). The transfer function of the filter is said to
be given by , which is the -transform of the impulse response, .

13.5.1 Frequency Response of Discrete-Time Filters

The transfer functions for discrete-time filters appear similar to those for continuous-time filters; practical
integrated circuit discrete-time transfer functions are represented by rational transfer functions except that, instead
of polynomials in , polynomials in  are obtained. For example, the transfer function of a low-pass, continuous-
time filter, , might appear as

(13.18)

The poles for this filter are determined by finding the roots of the denominator polynomial, which are
 for this example. This continuous-time filter is also defined to have two zeros at  since the

Fig. 13.8 Spectrum of a discrete-time signal upsampled by 3.

xc t( )

t (seconds)
(n)

f

Xs4 f( ) X4 ω( ),

8 Hz1 Hz 4 Hz
π
6
---⎝ ⎠
⎛ ⎞ 2π( )4π

3
------⎝ ⎠
⎛ ⎞ ω( )

0.25 0.5

12 Hz 16 Hz
2π
3

------⎝ ⎠
⎛ ⎞

Time

Frequency

8π
3

------⎝ ⎠
⎛ ⎞

x4 n( )

τxs4 t( ) τxs t( )=
3( ) 6( )

z

Fig. 13.9 Discrete-time filter system.
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denominator polynomial is two orders higher than the numerator polynomial. To find the frequency response of
, it is evaluated along the  axis by substituting . The poles and zeros are plotted on the -plane in

Fig. 13.10(a), and the magnitude and phase response  can be found in terms of the magnitude and phase of
vectors from all poles (and finite zeros) to the point  along the frequency-axis.

(13.19)

(13.20)

An example of a discrete-time, low-pass transfer function is given by the following equation:

(13.21)

The poles of  occur at  in the -plane, and two zeros are
again at . To find the frequency response of , we evaluate it around the
unit circle contour  as shown in Fig. 13.10(b), instead of going along
the vertical  axis as in the -plane. Note that substituting  in the -
domain transfer function, , is simply a result of substituting  into
(13.14), where  has been normalized to 1, as discussed in Section 13.3. The
discrete-time frequency response can be found graphically by considering the
magnitude and phase of vectors from each pole and zero of  as shown in
Fig. 13.10(b) to the corresponding frequency on the unit circle .

Poles or zeros occurring at  do not affect the magnitude response  since a vector from the origin to the
unit circle always has a length of unity. However, they do affect the phase response.

In discrete time,  corresponds to the frequency response at
both dc (i.e., ) and at . Also, the time normalization of
setting  to unity implies that  is equivalent to the sampling-
rate speed (i.e., ) for . In addition, note that the frequency
response of a filter need be plotted only for  (i.e.,

) since, for filters with real coefficients, the poles and zeros
always occur in complex-conjugate pairs (or on the real axis), so the
magnitude response of the filter is equal to that for  (the fil-
ter’s phase is antisymmetric). Going around the circle again gives the
same result as the first time, implying that the frequency response
repeats every .

Hc s( ) jω s jω= s

Fig. 13.10 Transfer function response. (a) Continuous-time, and (b) discrete-time.
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Key Point:  The frequency 
response of a discrete-time 
filter H(z) is found by evaluat-
ing its magnitude and phase on 
the unit circle, or graphically 
by considering the magnitude 
and phase of vectors connecting 
its poles and zeros to points 
around the unit circle.
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Key Point:  In discrete-time, the point 
z = 1 corresponds both to dc and to 
signals at the sampling frequency. The 
frequency response is periodic, and 
for rational transfer functions with 
real-valued coefficients exhibits 
conjugate symmetry around dc. Hence, 
discrete-time frequency responses need 
only be plotted from dc to half the 
sample rate, π.
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Before we leave this section, a word of caution is in order. To simplify notation, the same variables, 
and , are used in both the continuous-time and discrete-time domains in Fig. 13.10. However, these vari-
ables are not equal in the two domains, and care should be taken not to confuse values from the two
domains. The continuous-time domain is used here for illustrative reasons only since the reader should
already be quite familiar with transfer function analysis in the -domain. In summary, the unit circle, , is
used to determine the frequency response of a system that has its input and output as a series of numbers,
whereas the -axis is used for a system that has continuous-time inputs and outputs. However,  is differ-
ent for the two domains.

EXAMPLE 13.4

Assuming a sample rate of , find the magnitude of the transfer function in (13.21) for ,
, , , , , and .

Solution
To find the magnitude of  at these frequencies, first we find their equivalent -domain locations by normaliz-
ing  to . Next, we find the gain of  by putting these -domain values into (13.21) and finding the magni-
tude of the resulting complex value. Table 13.1 summarizes the results.

Note that the gain of  is the same at both  and 100 kHz, as expected, since their -plane locations
are the same. Also, the gain is the same at both 10 kHz and 90 kHz since their -plane locations are complex
conjugates of each other. Finally, note that the minimum gain for this transfer function occurs at , or equiv-
alently, .

EXAMPLE 13.5

Consider a first-order  having its zero at  and its pole on the real axis, where . Mathematically, the
transfer function is represented by  . Find the value of , where the magnitude of  is 3 dB
lower than its dc value. What is the 3-dB value of  for a real pole at 0.8? What fraction of the sampling rate, ,
does it correspond to? 

f
ω

s ejω

jω ω

fs 100 kHz= 0 Hz
100 Hz 1 kHz 10 kHz 50 kHz 90 kHz 100 kHz

H z( ) z
fs 2π H z( ) z

Table 13.1 Finding the gain of H(z) at some example frequencies.

-plane locations

Frequency 
(kHz)

0.0 1.0000
0.1 0.9997
1.0 0.9680

10.0 0.1490
50.0 0.0154
90.0 0.1490
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Solution
Consider the pole-zero plot shown in Fig. 13.11, where the zero is not shown since it is at . Since the zero is at

, we need be concerned only with the magnitude of the denominator of  and when it becomes  larger than
its dc value. The magnitude of the denominator of  for  (i.e., dc) is shown as the vector  in Fig. 13.11.
This vector changes in size as  goes around the unit circle and is shown as  when it becomes  larger than .
Thus we can write

(13.22)

Writing , we have

(13.23)

(13.24)

(13.25)

which is rearranged to give the final result.

(13.26)

For , , or . Such a location on the unit circle corresponds to 
times  or, equivalently, .

13.5.2 Stability of Discrete-Time Filters

To realize rational polynomials in , discrete-time filters use delay elements (i.e.,  building blocks) much the
same way that analog filters can be formed using integrators (i.e.,  building blocks). The result is that finite
difference equations represent discrete-time filters rather than the differential equations used to describe continuous-
time filters.

Consider the signal flow graph block diagram of a first-order, discrete-time filter shown in Fig. 13.12. A finite
difference equation describing this block diagram can be written as

(13.27)

Fig. 13.11 Pole-zero plot used to determine the 3-dB frequency of a first-order, discrete-time filter.
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In the -domain, this equation is written as

(13.28)

where the -domain property of delayed signals is used. We define the transfer function of this system to be 
given by

(13.29)

which has a pole on the real axis at . 
To test for stability, we let the input, , be an impulse signal (i.e., 1 for  and 0 otherwise), which

gives the following output signal, according to (13.27),

where  is some arbitrary initial state value for .

More concisely, the response, , is given by

(13.30)

Clearly, this response remains bounded only when  for this first-order filter and is unbounded otherwise.
Although this stability result is shown only for first-order systems, in general, an

arbitrary, linear, time-invariant, discrete-time filter, , is stable if and only if all its
poles are located within the unit circle. In other words, if  are the poles, then

 for all . Locating some poles on the unit circle is similar to poles being on the
imaginary -axis for continuous-time systems. For example, in the preceding first-
order example, if , the pole is at , and the system is marginally stable (in
fact, it is a discrete-time integrator). If we let , the pole is at , and one
can show that the system oscillates at , as expected.

Fig. 13.12 A first-order, discrete-time filter.

z 1–
b

a

x n( ) y n( )
y n 1+( )

z

zY z( ) bX z( ) aY z( )+=

z H z( )

H z( ) Y z( )
X z( )
-----------≡ b

z a–
------------=

z a=
x n( ) n 0=

y 0( ) k=

k y

y 1( ) b ak+=

y 2( ) ab a2k+=

y 3( ) a2b a3k+=

y 4( ) a3b a4k+=
...

h n( )

h n( ) k n 1<( )

(an 1– b ank)+ n 1≥( )⎩
⎨
⎧

=

a 1≤

Key Point:  A discrete-
time filter is stable if 
and only if all its poles 
are located within the 
unit circle.
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13.5.3 IIR and FIR Filters

Infinite impulse r esponse (IIR) filters are discrete-time filters that, when
excited by an impulse, have nonzero outputs indefinitely, assuming infinite
precision arithmetic.2 For example, the filter given in (13.29) is an IIR filter
(for  not equal to zero) since, although its impulse response decays towards
zero (as all stable filters should), it remains nonzero forever, seen by letting

 in (13.30).
Finite impulse response (FIR) filters are discrete-time filters that, when

excited by an impulse, their outputs go precisely to zero (and remain zero)
after a finite value of . As an example of an FIR filter, consider the following
filter:

(13.31)

The transfer function for this filter, , is

(13.32)

This filter is essentially a running average filter since its output is equal to the average value of its input over the
last three samples. Applying an impulse signal to this filter results in an output that is nonzero for only three sam-
ples and, therefore, this is an FIR filter. Note that this FIR filter has poles, but they all occur at .

Some advantages of FIR filters are that stability is never an issue (they are always stable) and exact linear
phase filters can be realized (a topic beyond the scope of this chapter). However, for many specifications, an IIR
filter can meet the same specifications as an FIR filter, but with a much lower order, particularly in narrowband
filters in which the poles of an IIR filter are placed close to the unit circle (i.e., has a slowly decaying impulse
response).

13.5.4 Bilinear Transform

One method for obtaining a discrete-time transfer functions that meets a set of specifications is to use a bilinear
transform to convert the specifications into a set of fictitious continuous-time filter specifications, design a filter in
continuous-time to meet those specifications, and then convert the resulting filter back to discrete-time, again using
a bilinear transform. Assuming that  is a continuous-time transfer function (where  is the complex variable
equal to ), the bilinear transform is defined to be given by3

(13.33)

The inverse transformation is given by

(13.34)

2. The impulse response of an IIR filter may become so small that, with finite precision arithmetic, it is rounded to zero.
3. It should be noted here that in many other textbooks, the bilinear transform is defined as   where  is the 
sampling period. Here, we have normalized  to 2 since we use the bilinear transform only as a temporary transformation to a 
continuous-time equivalent, and then we inverse transform the result back to discrete time. Thus, the value of  can be chosen 
arbitrarily as long as the same value is used in each transformation.

Key Point:  An infinite impulse 
response (IIR) filter has an 
impulse response that remains 
nonzero forever. A finite impulse 
response (FIR) filter has an 
impulse response that is finite in 
duration, eventually becoming 
precisely zero.
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A couple of points of interest about this bilinear transform are that the
-plane locations of 1 and –1 (i.e., dc and ) are mapped to -plane

locations of 0 and , respectively. However, with a little analysis, we will
see that this bilinear transformation also maps the unit circle, ,
in the -plane to the entire -axis in the -plane. To see this mapping, we
substitute  into (13.33),

(13.35)

Thus, we see that points on the unit circle in the -plane are mapped to locations on the -axis in the -plane, and
we have

(13.36)

As a check, note that the -plane locations of 1 and –1, which correspond to  equal to 0 and , respectively, map
to  and . 

One way to use this transform is to design a continuous-time trans-
fer function, , and choose the discrete-time transfer function, ,
such that

(13.37)

With such an arrangement, one can show that,

(13.38)

and so the response of  is shown to be equal to the response of ,
except with a frequency warping according to (13.36). Note that the order of  equals that of  since, accord-
ing to (13.37), each  term is replaced by another first-order function.

EXAMPLE 13.6

Using the bilinear transform, find the 3-dB frequency of a first-order discrete-time filter, , that has a pole at
0.8 and a zero at –1.

Solution
Using (13.33), we see that the -plane pole of 0.8 and zero of –1 are mapped to a pole at  and to a zero
at  in the -plane, respectively. Such a continuous-time filter has a 3-dB frequency at . Using
(13.36), we find that the equivalent 3-dB frequency value in the -plane is given by  , or

. 
Note that this result is very close to that in Example 13.5. However, the two results are not in exact agreement

since a zero at –1 is also present in this example.

Key Point:  The bilinear transform 
provides a mapping between discrete- 
and continuous-time transfer func-
tions whereby z = –1 maps to infinite 
frequency and z = 1 maps to dc. 
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Key Point:  Using the bilinear 
transform, discrete-time transfer 
functions can be designed by map-
ping the specifications to fictitious 
continuous-time equivalents and 
finding a suitable Hc(s). The inverse 
mapping H(z) = Hc((z – 1)/(z + 1)) 
results in the desired discrete-time 
transfer function.
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EXAMPLE 13.7

Using the bilinear transform, find a first-order  that has a 3-dB frequency at , a zero at –1, and a dc
gain of 1.

Solution
Using (13.36), the frequency value, , or equivalently,   is mapped to

. Thus,  should have a 3-dB frequency value of 0.1584 rad/s. Such a 3-dB frequency value
is obtained by having a -plane zero equal to  and a pole equal to –0.1584. Transforming these continuous-time
pole and zero back into the -plane using (13.34) results in a -plane zero at –1 and a pole at 0.7265. Therefore,

 appears as

The constant  can be determined by setting the dc gain to 1, or equivalently, , which results in
.

13.6 SAMPLE-AND-HOLD RESPONSE
In this section, we look at the frequency response that occurs when we change a discrete-time signal back into an analog
signal with the use of a sample-and-hold circuit. Note that here we plot a frequency response for all frequencies (as
opposed to only up to ) since the output signal is a continuous-time signal rather than a discrete-time one.

A sample-and-hold signal, , is related to its sampled signal by the mathematical relationship

(13.39)

Note that, once again,  is well defined for all time, and thus the Laplace transform can be found to be equal to

(13.40)

This result implies that the hold transfer function, , is equal to

(13.41)

It should be mentioned here that this transfer function is usually referred to as the sample-and-hold response
although, in fact, it only accounts for the hold portion.

The spectrum for  is found by substituting  into (13.41), resulting in

(13.42)
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13.6 Sample-and-Hold Response 553

The magnitude of this response is given by

or

(13.43)

and is often referred to as the  or sinc response. This magnitude response is illustrated in Fig. 13.13.
Multiplying this sinc response by  in Fig. 13.2 confirms the spectral rela-

tionship for . It should be noted here that this frequency shaping of a sample
and hold occurs only for a continuous-time signal. Specifically, although the sample
and hold before the A/D converter shown in Fig. 13.1(b) would result in 
having smaller images at higher frequencies (due to the sinc response), the images
of  are all of the same height (i.e., they are not multiplied by the sinc response)
since it is a discrete-time signal. This is because, when converted to a discrete-time
signal, the smaller images located at and above  are aliased in a manner that pre-
cisely reconstructs the original spectrum, so long as it was sampled above the
Nyquist rate. In other words, a sample and hold before an A/D converter simply allows the converter to have a
constant input value during one conversion and does not aid in any anti-aliasing requirement.

EXAMPLE 13.8

Consider the discrete-time signal processing system shown in Fig. 13.1(b), where a sample (and clock rate) of
 is used and the digital filter has the response

For a 10-kHz input sinusoidal signal of 1 V rms, find the magnitude of the output signal, , at 10 kHz,
and at the images 40 kHz and 60 kHz. Assume the quantization effects of the A/D and D/A converters are so small
that they can be ignored. Also assume the converters complement each other such that a 1-V dc signal into the
A/D converter results in a 1-V dc signal from the D/A converter if the converters are directly connected together. 

Solution
First, the magnitude of  is found for a 10-kHz signal when the sampling rate is 50 kHz by noting that

Hsh jω( ) T ωT 2⁄( )sin
ωT 2⁄

--------------------------------=

Hsh f( ) T
sin πf fs⁄( )
πf( ) fs⁄

----------------------------=

sin x( ) x⁄

Fig. 13.13 Sample-and-hold response (also called the sinc response).

Hsh jω( )

f
fs 2fs 3fs0fs–2– fs3– fs

Key Point:  The frequency- 
response of a sample-
and-held signal is that of 
the original discrete-time 
sequence, repeated every 
fs, and then shaped by a 
sinc frequency response.
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and therefore the gain of  for a 10-kHz signal is found to be given by

To determine the magnitude of  at various frequencies, we need only multiply the filter’s gain by the
sinc response shown in Fig. 13.13. Specifically, the magnitude of the sample-and-hold response for a 10-kHz
signal when using a 50-kHz clock is equal to 

and therefore the magnitude of  at 10 kHz is equal to   (note that the  term
cancels with a similar  term due to the creation of a discrete-time signal—see (13.13) in Section 13.2). Similarly,
the magnitude of  at 40 kHz and 60 kHz is 0.2399 and 0.1559, respectively, resulting in the magnitude of

 at 40 kHz and 60 kHz to be 43.7 and , respectively.

13.7 KEY POINTS
• Discrete-time signals may be processed either digitally, in which case they are quantized both in time and ampli-

tude, or using discrete-time analog circuits such as switched-capacitor circuits, in which case the signal ampli-
tude is continuously variable. [p. 537]

• The spectrum of a sampled signal is a sum of shifted copies of the original continuous-time spectrum so that no
aliasing occurs if the original waveform is bandlimited to one-half the sampling rate. The minimum sampling fre-
quency required to avoid aliasing is called the Nyquist rate, and is equal to two times the signal bandwidth. [p. 540]

• Discrete-time signal spectra are equal to the corresponding sampled signal spectra with the sample time normal-
ized to 1 Hz. Hence, their spectra repeat every 2π. [p. 541]

• To avoid aliasing when downsampling by a factor L, the original signal must be sampled at L times the Nyquist rate.
[p. 543]

• Upsampling by L results in a renormalization along the frequency axis so that L copies of the original signal
spectrum are now squeezed in the range 0 to 2π. [p. 543]

• The frequency response of a discrete-time filter H(z) is found by evaluating its magnitude and phase on the unit
circle, or graphically by considering the magnitude and phase of vectors connecting its poles and zeros to points
around the unit circle. [p. 546]

• In discrete-time, the point z = 1 corresponds both to dc and to signals at the sampling frequency. The frequency
response is periodic, and for rational transfer functions with real-valued coefficients exhibits conjugate symmetry
around dc. Hence, discrete-time frequency responses need only be plotted from dc to half the sample rate, p. [p. 546]

• A discrete-time filter is stable if and only if all its poles are located within the unit circle. [p. 549]
• An infinite impulse response (IIR) filter has an impulse response that remains nonzero forever. A finite impulse

response (FIR) filter has an impulse response that is finite in duration, eventually becoming precisely zero.
[p. 550]

• The bilinear transform provides a mapping between discrete- and continuous-time transfer functions whereby
z = – 1 maps to infinite frequency and z = 1 maps to dc. [p. 551]

• Using the bilinear transform, discrete-time transfer functions can be designed by mapping the specifications to fic-
titious continuous-time equivalents and finding a suitable Hc(s). The inverse mapping H(z) = Hc((z – 1)/(z + 1))
results in the desired discrete-time transfer function. [p. 551]

• The frequency-response of a sample-and-held signal is that of the original discrete-time sequence, repeated
every fs, and then shaped by a sinc frequency response. [p. 553]
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13.9 PROBLEMS

13.9.1 Section 13.1: Overview of Some Signal Spectra

13.1 In Fig. 13.1,  and the A/D converter sampling rate is 50 kHz. Sketch 
time- and frequency-domain plots of , , , and .

13.2 In Fig. 13.1,  and the D/A converter with hold is clocked at 5 MHz. Sketch 
time- and frequency-domain plots of , , and .

13.9.2 Section 13.2: Laplace Transforms of Discrete-Time Signals

13.3 A 51 MHz sinusoid is sampled at a frequency  by the periodic pulse train  in (13.9) resulting in a continuous-
time signal . Sketch the spectrum of the resulting sampled signal  when

a.
b.
c.
d.

13.4 What is the minimum sampling frequency,  required to sample the following signal without aliasing: 
?

13.9.3 Section 13.3: z-Transform

13.5 Show that if , then .
13.6 Find an expression for the discrete-time spectrum  obtained by sampling a square pulse of unit amplitude 

and 1 ms in duration at a sampling rate of 10 kHz.
13.7 If a discrete-time sequence with a frequency of  was obtained at a sampling rate of 10 MHz, what was the 

frequency of the original continuous-time signal (assuming no aliasing occurred)?
13.8 A discrete-time sequence  is obtained from  as follows:

What is the resulting z-transform, ?

13.9.4 Section 13.4: Downsampling and Upsampling

13.9 What is the maximum amount of downsampling that can be applied to  in  Example 13.1 before aliasing occurs?
13.10 Is downsampling a time-invariant operation? If so, explain. If not, give a simple counter example. 

Is downsampling a linear operation?

xc t( ) 2 2π 10 kHz t⋅ ⋅( )sin=
xc xs xsh x

y n( ) 3 2π 10⁄( ) n⋅( )sin=
y ysh yc

fs s t( )
xs t( ) Xs f( )

fs 200 MHz=

fs 100 MHz=

fs 50 MHz=

fs 2 MHz=

fs

xc t( ) 2π 50 kHz t⋅ ⋅( )sin 3 2π 150 kHz t⋅ ⋅( )cos+=

x n( ) X z( )↔ x n k–( ) z k– X z( )↔
X ω( )

π 10⁄

y n( ) x n( ) X z( )↔

y n( ) x n( ) 2x n 3–( )+=

Y z( )

xs2 n( )

Problems13.9
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13.11 Repeat  Example 13.3, but upsample by 8 (i.e., insert 7 zeros between samples).
13.12 Upsampling and downsampling are often used for converting between two sample rates. Give a block 

diagram showing how one might convert  band-limited audio signal from a sampling rate of  
to .

13.9.5 Section 13.5: Discrete-Time Filters

13.13 Find the location of the poles and zeros of the transfer function given by  in (13.21).
13.14 Find the location of the pole required in a first-order filter that has its zero at  such that its 3-dB frequency is at 

.
13.15 Sketch the magnitude response (in dB) of the following transfer function, , by finding the gains at dc and at 

, as well as the location of the 3-dB frequency.

13.16 Consider the following difference equation, which describes a filter with input  and output .

Determine  when  is an impulse (i.e., when the impulse is 1 at  and 0 otherwise) assuming 
.

13.17 Find a first-order  that has a 3-dB frequency at , a zero at –1, and a dc gain of 1. Sketch the magnitude 
response from  to .

13.18 Find the coefficients  and  in Fig. 13.12 required to realize a lowpass filter with a 3-dB frequency of  and 
a dc gain of 2.

13.19 Using a bilinear transform, find an  to realize a second-order transfer function with a dc gain of one, a maxi-
mally-flat passband (i.e.,  in the continuous-time domain), and a  frequency at  when the 
sampling rate is .

13.20 Find the output sequence of a discrete-time integrator, , when its input is a sinusoidal wave-
form of peak height 1 at  and its initial state is zero. In other words, the input waveform is the series of num-
bers . Using a frequency analysis, what is the magnitude and phase response for  
at ? Check the frequency domain result with the time domain result.

13.21 A  voiceband microphone is modelled as having a low-pass, first-order frequency response with a pole 
at . If the microphone output is sampled at , how much attenuation is required in the anti-aliasing 
filter for  noise rejection around ?

13.9.6 Section 13.6: Sample-and-Hold Response

13.22 A  sinusoidal signal, , is digitally created using a  sampling rate producing a 
sample-and-hold signal, . Before any smoothing filter is applied and assuming the magnitude 
of  at  is , what is the magnitude of  at ? Also, find the magnitude of  at 

 and at .
13.23 Repeat Problem 13.22, but assume the  signal is digitally created using a  signal, and find the 

magnitude of  at  and at .
13.24 Repeat Example 13.8, but assume an input signal frequency of  and find the magnitude of the output 

signal, , at , , and .
13.25 A particular D/A converter is clocked at  and produces an output that looks like  in Fig. 13.3 with 

finite . Find the value of  required so that, when producing a 5 MHz sinusoid, the amplitudes of the images are 
one-quarter of the fundamental signal amplitude.
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Switched-Capacitor 
Circuits

Perhaps the most popular approach for realizing analog signal processing in MOS (or BiCMOS) integrated
circuits is through the use of switched-capacitor circuits [Poschenrieder, 1966; Fried, 1972; Caves, 1977;
Hosticka, 1977; Young, 1977]. A switched-capacitor circuit operates as a discrete-time signal processor (although
without the use of A/D or D/A converters). As a result, these circuits are most easily analyzed with the use of

-transform techniques and typically require anti-aliasing and smoothing filters when combined with continuous-
time circuits.

As a filtering technique, switched-capacitor circuits are popular due to their accurate frequency response as
well as good linearity and dynamic range. Accurate discrete-time frequency responses are obtained since filter
coefficients are determined by capacitance ratios which can be set quite precisely in an integrated circuit (on the
order of 0.1 percent). Such an accuracy is orders of magnitude better than that which occurs for integrated RC
time constants (which can vary by as much as 20 percent). Once the coefficients of a switched-capacitor discrete-
time filter are accurately determined, its overall frequency response remains a function of the clock (or sampling)
frequency. Fortunately, clock frequencies can also be set very precisely through the use of a crystal oscillator.

In addition to creating filtering functions, switched-capacitor circuit techniques can be used to realize a
variety of other signal-processing blocks such as gain-stages, voltage-controlled oscillators, and modulators. This
chapter will introduce the basic principles of switched-capacitor filters as well as some other nonfiltering
functions realized using switched-capacitor circuits.

14.1 BASIC BUILDING BLOCKS
A switched-capacitor circuit is realized with the use of some basic building blocks such as opamps, capacitors,
switches, and nonoverlapping clocks. Brief descriptions of each of these blocks and their important nonidealities
with respect to switched-capacitor circuits are given in this section.

14.1.1 Opamps

The basic principles of switched-capacitor circuits can be well understood assuming
ideal opamps. However, some important opamp nonidealities in practical switched-
capacitor circuits are dc gain, unity-gain frequency and phase-margin, slew-rate, and
dc offset. Opamp input impedance is generally capacitive assuming MOSFET input
stages are used.1

The dc gain of opamps in a MOS technology intended for switched-capacitor
circuits is typically on the order of 40 to 80 dB. Low dc gains affect the coefficient
accuracy of the discrete-time transfer function of a switched-capacitor filter.

1. BJT input stages are rarely used as they would result in charge leakage due to their nonzero input bias current.

z

Key Point:  Opamp noni-
dealities such as dc gain, 
unity-gain frequency and 
phase-margin, slew-rate, 
and dc offset impact 
switched-capacitor 
circuit performance.
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558 Chapter 14 • Switched-Capacitor Circuits

The unity-gain frequency and phase margin of an opamp gives an indication of its small signal settling behavior.
A general rule of thumb is that the clock frequency of a switched-capacitor circuit should be at least five times
lower than the unity-gain frequency of the opamp, assuming little slew-rate behavior occurs and the phase margin
is greater than 70 degrees. Modern SC circuits are often realized using high-frequency single-stage opamps having
very large output impedances (up to  or much larger). Since the loads of these opamps are purely capacitive
(never resistive), their dc gains remain high despite the lack of an output buffer stage. It should be noted here that
their unity-gain frequency and phase margin are determined by the load capacitance, which also serves as the com-
pensation capacitor. Thus, in these single-stage opamps, doubling the load capacitance would halve the unity-gain
frequency and improve the phase margin.

The finite slew rate of an opamp can limit the upper clock rate in a switched-capacitor circuit as these circuits
rely on charge being quickly transferred from one capacitor to another. Thus, at the instance of charge transfer, it is
not uncommon for opamps to slew-rate limit.

A nonzero dc offset can result in a high output dc offset for the circuit depending on the topology chosen.
Fortunately, a technique known as correlated double sampling can significantly reduce this output offset and at the
same time reduce low-frequency opamp input noise (i.e., 1/f noise).

14.1.2 Capacitors

A highly linear capacitance in an integrated circuit is typically constructed from two closely-spaced conducting
layers, as shown in Fig. 14.1(a).2 The desired capacitance, , is formed as the intersection of area between the
two conductive layers, layer 1 and layer 2. However, since the substrate below layer 1 is an ac ground (the
substrate is connected to one of the power supplies or analog ground), there also exists a substantial parasitic
capacitance, , which may be as large as 20 percent of . This large parasitic capacitance, , is known as
the bottom plate capacitance. A top plate capacitance, , also exists due primarily to the interconnect capaci-
tance, but it is typically much smaller (generally less than 5 percent of ). In summary, the equivalent model
for a single integrated capacitor is three capacitors, as shown in Fig. 14.1(b), where the bottom plate is often
explicitly shown to indicate that a larger parasitic capacitance occurs on that node.

14.1.3 Switches

The requirements for switches used in switched-capacitor circuits are that they have a very high off resistance (so
little charge leakage occurs), a relatively low on resistance (so that the circuit can settle in less than half the clock

2. These may be two layers of polysilicon with a specially-constructed, very thin dielectric layer separating them, thus providing a high 
capacitance per unit area, or the layers might be polysilicon and heavily-doped silicon, or two metal layers.

100 kΩ

Fig. 14.1 An integrated circuit capacitor for switched-capacitor circuits: (a) physical con-
struction; (b) circuit model.
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≡
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14.1 Basic Building Blocks 559

period), and introduce no offset voltage when turned on (as does a bipolar switch whose on voltage equals
). The use of MOSFET transistors as switches satisfies these requirements, as MOSFET switches can have

off resistances up to the  range, have no offset on voltages, and have on resistances of  or much less
depending on transistor sizing.

The symbol for a switch and some MOSFET circuits that realize a switch are shown in Fig. 14.2. Here, the
signal  is one of two logic levels typically corresponding to the maximum and minimum power supply levels.
As a convention, when the clock signal  is high, the switch is assumed to be on (i.e., shorted). Although a switch
can be implemented using a single transistor, as shown in Fig. 14.2(b) and Fig. 14.2(c), the signal range of the
switch is reduced. For example, consider the ideal -channel transistor switch shown in Fig. 14.2(b) being used in
a circuit having power supplies of 0 to 1.8 V and a threshold voltage of . The switch can always be
turned off irrespective of the input voltage by putting 0 V on its gate. However, when the switch is on, its gate
voltage will be ; in this case, the switch can only equalize the two voltages if  and/or  are lower
than  or around 1.3 V taking the body effect into account. Thus, the signal range for this switch is limited
from 0 to 1.3 V. A similar argument can be made for the p-channel switch shown in Fig. 14.2(c) except that its
signal range would be limited from 0.5 to 1.8 V. While this signal range is acceptable in some situations, the full
signal range of 0 to 1.8 V can be achieved using two transistors in parallel, as shown in Fig. 14.2(d). This combi-
nation is commonly called either a CMOS switch (as opposed to the NMOS switch of Fig. 14.2(a)) or a CMOS
transmission gate.

Some of the important nonideal switch effects in switched-capacitor circuits are the nonlinear junction capaci-
tance on each side of the switch, channel charge injection, and capacitive coupling from the logic signal, , to each
side of the switch. Nonlinear capacitance effects are alleviated through the use of parasitic insensitive structures, as
discussed in Section 14.2, while channel charge injection is reduced by careful switch timing, as seen in Section 14.6.

14.1.4 Nonoverlapping Clocks

At least one pair of nonoverlapping clocks is essential in switched-capacitor circuits. These clocks determine
when charge transfers occur and they must be nonoverlapping in order to guarantee charge is not inadvertently
lost. As seen in Fig. 14.3(a), the term nonoverlapping clock s refers to two logic signals running at the same
frequency and arranged in such a way that at no time are both signals high. Note that the time axis in Fig. 14.3(a)
has been normalized with respect to the clock period, . Such a normalization illustrates the location of the
sample numbers of the discrete-time signals that occur in switched-capacitor filters. As a convention, we denote

VCE sat( )

GΩ 5 kΩ

(a) (b)

(d)(c)

φ

v1

v1

v1

v1

v2

v2

v2
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φ
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φ

)
Fig. 14.2 Switch symbol and some transistor circuits: (a) symbol, (b) -channel switch, (c) - channe
switch, (d) transmission gate.
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560 Chapter 14 • Switched-Capacitor Circuits

the sampling numbers to be integer values (i.e., , etc.) just before the end of clock phase ,
while the end of clock phase  is deemed to be  sample off the integer values as shown (i.e.,

, etc.). However, it should be noted that it is not important that the falling clock edge of 
occur precisely one-half a clock period earlier than the falling edge of . In general, the locations of the clock
edges of  and  need only be moderately controlled to allow for complete charge settling (assuming separate
low-jitter sample and holds are used at the input and output of the overall circuit).

One simple method for generating nonoverlapping clocks is shown in Fig. 14.3(b) [Martin, 1981]. Here,
delay blocks are used to ensure that the clocks remain nonoverlapping. These delays could be implemented as a
cascade of an even number of inverters or perhaps an RC network.

14.2 BASIC OPERATION AND ANALYSIS

14.2.1 Resistor Equivalence of a Switched Capacitor

Consider the switched-capacitor circuit shown in Fig. 14.4(a), where  and  are two dc voltage sources. To
analyze this circuit’s behavior, we analyze the circuit from a charge perspective. Recall that the charge on a capac-
itor, , is equal to the capacitance value, , times the voltage across it, . In mathematical terms, we have 

(14.1)
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Voff

Voff

Von

φ1

φ2

nn 1–n 2– n 1+

n 1
2
---–n 3

2
---– n 1

2
---+

t T⁄

t T⁄

(a) (b)

Delay
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φ2

φ
T

fs
1
T
---≡

Fig. 14.3 Nonoverlapping clocks. (a) Clock signals,  and . (b) A possible circuit implementation 
of nonoverlapping clocks from a single clock.
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Fig. 14.4 Resistor equivalence of a switched capacitor. (a) Switched-capacitor circuit, and 
(b) resistor equivalent.
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14.2 Basic Operation and Analysis 561

Now, since  and  are assumed to be a pair of nonoverlapping clocks,  is charged to  and then  during
each clock period. Therefore, the change in charge (in coulombs) over one clock period, , that is transferred
from node  into node  is given by

(14.2)
Since this charge transfer is repeated every clock period, we can find the equivalent average current due to this
charge transfer by dividing by the clock period. In other words, the average current,  (in amps), is equal to the
average number of coulombs/second and is given by

(14.3)

where  is the clock period (i.e., the sampling frequency ). Relating (14.3) to an equivalent resistor cir-
cuit shown in Fig. 14.4(b) where

(14.4)

we see that the average current through the switched-capacitor circuit of Fig. 14.4(a) will equal that for the resistor
circuit of Fig. 14.4(b) if

(14.5)

This relation is intuitively satisfying because as the clock frequency is
increased, the same charge is transferred each period but at a faster rate, so the
average current is higher. If  is increased, a larger amount of charge is
transferred each period, which would also increase the average current. In
addition, increasing the average current is equivalent to decreasing the equiva-
lent resistance seen between the two voltage nodes, and therefore the equiva-
lent resistance is inversely related to the capacitance and clock frequency.

Finally, it should be noted that this resistor approximation assumes that the
charge transferred per clock cycle is constant over many cycles allowing one to
arrive at an average current flow. Hence, it is mainly useful for looking at the low-
frequency behavior of a switched-capacitor circuit, when voltages are changing
very slowing compared to the clock frequency. For moderate input frequencies (in
relation to the sampling frequency), an accurate discrete-time analysis is required,
as discussed in the next subsection. Discrete-time analysis can be used in
switched-capacitor circuits because the charge transfers are dependent on values
of node voltages at particular instances in time and are ideally independent of tran-
sients during nonsampled times.

EXAMPLE 14.1

What is the equivalent resistance of a 5 pF capacitance sampled at a clock frequency of 100 kHz?

Solution
Using (14.5), we have
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Key Point:  When signal voltages 
change very slowly compared with 
the clock frequency, a switched-
capacitor gives rise to an average 
current inversely proportional to 
the voltage across it, behaviorally 
equivalent to a resistor.
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Key Point:  When signal voltages 
change appreciably from one clock 
cycle to the next, a discrete-time 
analysis is needed to accurately 
predict the input–output behavior 
of switched-capacitor circuits.
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562 Chapter 14 • Switched-Capacitor Circuits

What is interesting here is that a very large impedance of  can be realized on an integrated circuit through the
use of two transistors, a clock, and a relatively small capacitance. Such a large impedance typically requires a large
amount of CMOS silicon area if it is realized as a resistor without any special processing fabrication steps.

14.2.2 Parasitic-Sensitive Integrator

An example of one of the first switched-capacitor discrete-time integrators [Hosticka, 1977] is shown in Fig. 14.5.
Here, an extra switch is shown near the output voltage, , to indicate that the output signal is valid at the end
of  in keeping with the sampling-time convention shown in Fig. 14.3(a). In other words, any circuit that uses
the output of this discrete-time integrator should sample  on . Note however that no assumptions are made
about when  changes its value (it could be either  or ); it is not important because  is sampled at
the end of  in the circuit shown.

To analyze this circuit, we again look at the charge behavior and note that
a virtual ground appears at the opamp’s negative input. Assuming an initial
integrator output voltage of  implies that the charge on  is equal
to  at time . Now also at time ,  is just
turning off (and  is off) so the input signal  is sampled, resulting in the
charge on  being equal to , as shown in Fig. 14.6(a). When 
goes high, its switch forces  to discharge since it places a virtual ground on
the top plate of , as shown in Fig. 14.6(b). However, this discharging current

must pass through  and hence the charge on  is added to the charge already present on . Note that a positive
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Fig. 14.5  A discrete-time integrator. This structure is sensitive to parasitic capacitances 
(not shown).
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14.2 Basic Operation and Analysis 563

input voltage will result in a negative voltage across  and therefore a negative output voltage; thus, the integrator
is an inverting integrator. At the end of  (once things have settled out), we can write the charge equation,

. (14.6)
The negative sign in (14.6) reflects the fact that the integrator is an inverting integrator.

Although (14.6) is correct, we would like to find the charge on  at the end of  (or equivalently, ) as
indicated by the switch shown near  in Fig. 14.5. To find this charge, we note that once  turns off, the
charge on  will remain the same during the next , until  turns on again in its next cycle. Therefore, the
charge on  at time  at the end of the next  is equal to that at time , or mathematically,

(14.7)

and we can combine (14.6) and (14.7) to write

(14.8)

Dividing by  and using the discrete-time variables  and , we have the fol-
lowing discrete-time relationship for the circuit of Fig. 14.5:

(14.9)

Taking the z-transform of (14.9), we also have

(14.10)

from which we can finally find the transfer function, , to be given by

(14.11)

Note that this transfer function realizes its gain coefficient as a ratio of two capacitances, and thus the transfer
function can be accurately defined in an integrated circuit. Often, the transfer function would be rewritten to elim-
inate terms of  having negative powers to give

(14.12)

Some typical voltage waveforms for this discrete-time integrator are shown in
Fig. 14.7. Note here that the discrete-time equation derived only represents the relation-
ship of the voltage signals  and  at the time , which occurs just before the
end of . It does not say anything about what the voltages are at other times. In actual
fact, the voltages are constant at other times (ignoring second-order effects), which is
equivalent to taking the sampled voltages and then using them as inputs to a sample and
hold for this particular SC integrator.

EXAMPLE 14.2

Show that for frequencies much less than the sampling frequency, equation (14.11) approximates the transfer
function of an ideal continuous-time integrator. 
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Solution
Equation (14.11) can be rewritten as

(14.13)

To find the frequency response, we make use of the fact that

(14.14)

where , the period, is one over the sampling frequency. Therefore,

(14.15)

and

(14.16)

Substituting (14.15) and (14.16) into (14.13) gives

(14.17)
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Fig. 14.7 Typical voltage waveforms for the discrete-time integrator shown in Fig. 14.5.
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14.2 Basic Operation and Analysis 565

for . The  in the numerator represents a simple delay and can be ignored. Thus, we see that the transfer
function is approximately that of a continuous-time integrator having a gain constant of

(14.18)

which is a function of the integrator capacitor ratio and clock frequency only.

Thus far we have ignored the effect of the parasitic capacitances due to the creation of  and  as well as
the nonlinear capacitances associated with the switches. The addition of such parasitic capacitances results in the
circuit shown in Fig. 14.8. Here,  represents the parasitic capacitance of the top plate of  as well as the
nonlinear capacitances associated with the two switches;  represents the parasitic capacitance of the bottom
plate of ; while  represents the parasitic capacitance associated with the top plate of , the input capaci-
tance of the opamp, and that of the  switch. Finally,  accounts for the bottom-plate parasitic capacitance of

 as well as any extra capacitance that the opamp output must drive.
In accounting for these parasitic capacitances, we can immediately discard the effect of  since it always

remains connected to ground. Similarly, the effect of  on the transfer function is small since it is always
connected to the virtual ground of the opamp. Also,  is connected to the opamp output; therefore, although it
may affect the speed of the opamp, it would not affect the final settling point of the opamp output. Finally, we note
that  is in parallel with  and therefore the transfer function of this discrete-time integrator including the
effects of parasitic capacitance is given by

(14.19)

From (14.19), we see that the gain coefficient is related to the parasitic coefficient , which is not well
controlled and would be partially nonlinear due to the input capacitances of the switches and top-plate parasitic
capacitance. To overcome this deficiency, ingenious circuits known as parasitic-insensitive structures were devel-
oped [Martin, 1978; Allstot, 1978; Jacobs, 1978].

14.2.3 Parasitic-Insensitive Integrators

The parasitic-insensitive integrator was a critical development that allowed the realization of high-accuracy
integrated circuits. In the first integrated integrator-based filters, the noninverting integrators (Fig. 14.9) were
parasitic insensitive, whereas the inverting integrators (Fig. 14.8) were parasitic sensitive [Allstot, 1978]. The
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Fig. 14.8 A discrete-time integrator with parasitic capacitances shown.
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development of the parasitic-insensitive inverting integrator [Martin, 1978; Jacobs, 1978] allowed the complete
filter to be insensitive, which greatly decreased second-order errors. To realize a parasitic-insensitive discrete-time
integrator, two extra switches are used, as shown in Fig. 14.9. Analyzing this circuit as before, note that when 
is on,  is charged to , as shown in Fig. 14.10(a). When  turns on,  is effectively “hooked”
up backwards, and the discharge now occurs through what was the ground node rather than the input signal side,
as shown in Fig. 14.10(b). Such a reverse connection results in  rising for a positive , and there-
fore the integrator is noninverting. With the rest of the analysis being performed as before, the transfer function,

, for this discrete-time integrator is given as

(14.20)

Note that (14.20) represents a positive discrete-time integrator with a full delay from input to output (due to the
 in the numerator, which represents a one-period delay) so we refer to the circuit of Fig. 14.9 as a delaying

discrete-time integrator. As was done for the parasitic sensitive inverting integrator of Fig. 14.8, one often rewrites
the transfer function to eliminate negative powers of  yielding

(14.21)
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14.2 Basic Operation and Analysis 567

To investigate the behavior of this noninverting integrator with respect to
parasitic capacitances, consider the same circuit drawn with parasitic capacitances,
as shown in Fig. 14.11. Here,  and do not affect the operation of the circuit
as before. In addition,  is either connected to ground through the switch or
to virtual ground through the switch. Therefore, since  always remains
discharged (after settling), it also does not affect the operation of the circuit.
Finally,  is continuously being charged to  and discharged to ground.
However during  on, the fact that  is also charged to  does not affect
the charge that is placed on . When is turned on, is discharged through
the  switch attached to its node and none of its discharging current passes through  to affect the charge accu-
mulating on . Therefore, it also does not affect the circuit operation. In summary, while the parasitic capaci-
tances may slow down settling time behavior, they do not affect the discrete-time difference equation that occurs
in the integrator shown in Fig. 14.9.

To obtain an inverting discrete-time integrator that is also parasitic insensitive, the same circuit as the
parasitic-insensitive noninverting integrator can be used, but with the two switch phases on the switches near the
opamp input side of  (that is, the top-plate of ) interchanged as shown in Fig. 14.12 [Martin, 1978]. With this
arrangement, note that the charge on  does not change when  turns on (and  is off) as illustrated in
Fig. 14.13(b). Therefore, we can write

(14.22)

Also note that  is fully discharged at the end of  on. Now when  is turned on in Fig. 14.13(a),  is
charged up to . However, the current needed to charge  passes through , in effect changing the charge
on  by that amount. At the end of  on, the charge left on  is equal to its old charge (before  was on)

Key Point:  In order to make 
a switched-capacitor inte-
grator insensitive to the cir-
cuit’s parasitic capacitances 
to ground, it is necessary to 
add two extra switches, for a 
total of four, on each 
switched capacitor.
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vi n( )

φ1

φ2 φ1

Cp1

Cp4Cp3

Cp2
Fig. 14.11 A parasitic-insensitive 
delayed integrator with parasitic 
capacitances shown.
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Fig. 14.12 A delay-free discrete-time integrator (not sensitive to parasitic capacitances).
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568 Chapter 14 • Switched-Capacitor Circuits

subtracted from the charge needed to charge up to . Thus, we have the following charge relationship:

(14.23)

Note that occurs in the preceding equation rather than , since the charge on  at the end of 
is related to the value of at the same time, and therefore the integrator is considered to be delay free. Sub-
stituting in (14.22), dividing by , and switching to discrete-time variables, we have

(14.24)

Taking the -transform of both sides, the transfer function, , for this delay-free integrator is found to be

(14.25)

where the fact that the numerator has a purely real term is indicative of the integrator being delay free. As before,
(14.25) is often rewritten as

(14.26)

Finally, note that the preceding delay-free integrator has a negative
gain, while the delaying integrator has a positive gain. While these sign
changes in the gain can be quite useful in single-ended switched-capac-
itor designs, most modern integrated circuits make use of fully differen-
tial signals for improved noise performance, and sign changes can be
achieved by simply cross-coupling output wires. Hence, either of the
circuits in Figs. 14.9 or 14.12, when implemented fully differentially,
may be used to realize either a positive or negative gain. It is therefore
more specific to refer to Fig. 14.9 as a delayed integrator and Fig. 14.12
as a delay-free integrator.
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Fig. 14.13 A parasitic-insensitive delay-free integrator on the two clock phases: (a) ,  (b) .φ2 φ1
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Key Point:  Both delayed and delay-
free integrators can be realized with 
the same switched-capacitor circuit 
by changing the clock phases 
applied to two of the switches. In a 
fully-differential implementation, 
both can be configured to provide 
either positive or negative dc gain.
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14.2 Basic Operation and Analysis 569

14.2.4 Signal-Flow-Graph Analysis

Clearly, applying the charge transfer equations just described to larger circuits would be tedious. Instead, a few
rules can be developed to create and analyze such circuits graphically. Consider the three-input integrator shown
in Fig. 14.14. Using the principle of superposition, it is clear that the input–output relationships for  and

 are given by

(14.27)

(14.28)

For the input , we note that its relationship to  is simply an inverting gain stage given by

(14.29)

with the output once again being sampled at the end of  as shown.
Combining (14.27), (14.28), and (14.29), the input–output relationship for the circuit of Fig. 14.14(a) is equal to

(14.30)
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Fig. 14.14 Three-input switched capacitor summing/integrator stage. (a) Circuit. (b) Equivalent
signal-flow-graph.
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570 Chapter 14 • Switched-Capacitor Circuits

Such a relationship can also be represented by the signal-flow-graph shown
in Fig. 14.14(b), where the input stages have been separated from the opamp
stage. Thus, we see that to obtain an equivalent signal-flow-graph, the block

 is used to represent the opamp stage, while three dif-
ferent gain factors are used to represent the possible input stages. For a non-
switched capacitor input stage, a gain factor of  is used. If a
delaying switched capacitor is used, it is represented by . Finally, for a
delay-free switched-capacitor input, a gain factor of  is used. Note,
however, that the output, , should be sampled on  when the
switched-capacitor inputs sample their input signals on .

As before, this transfer function might often be rewritten in powers of  rather than , resulting in

(14.31)

Finally, it should be noted that in a fully differential implementation, effective negative capacitances for ,
, and  can be achieved by simply interchanging the input wires.

14.3 NOISE IN SWITCHED-CAPACITOR CIRCUITS
The analysis of noise in switched-capacitor circuits is subtly different than that introduced earlier in this text. The
noise analysis in Chapter 9 presumes continuous-time circuits under constant bias conditions, so that the random
noise statistics may be considered stationary. By contrast, switched-capacitor circuits are constantly changing
their configuration due to the opening and closing of switches. We will perform a simplified analysis, useful for
design, by considering the circuit in each of its clock phases. Moreover, we assume that the noise voltage across
capacitors is sampled instantaneously and perfectly when the switches turn off. 

The sampling of a noise signal on a capacitor is illustrated in Fig. 14.15.
After the switch turns on, thermal noise from the switch accumulates on the
capacitor. For any practical switched capacitor circuit, the time constant of the
switch on resistance, , and capacitance  should be significantly less than the
switch on time to ensure settling of signal voltages on the capacitor. Hence, by
the time the switch opens the rms noise voltage has reached its steady state
value of  (see Chapter 9). The voltage sampled and stored on the capac-
itor, , is therefore a discrete-time noise voltage with an rms value of

. When an input signal is present on the left terminal of the switched
capacitor in Fig. 14.15, the sampled noise voltage is superimposed on the sampled input voltage.

Key Point:  Complicated 
switched-capacitor circuits may 
be analyzed graphically using a 
signal-flow-graph representing 
the opamp stage with an integrat-
ing block and replacing each input 
branch with the corresponding 
non switched, delayed, or delay-
free gain factor.
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Key Point:  Switched capaci-
tors accumulate the thermal 
noise of the switches. 
Sampled kT/C noise from 
both clock phases superim-
pose resulting in a total mean 
squared input-referred noise 
of 2kT/C.
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Fig. 14.15 Noise sampling on a switched capacitor.
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14.3 Noise in Switched-Capacitor Circuits 571

Next, consider the delayed parasitic-insensitive switched capacitor introduced in Fig. 14.9. In Fig. 14.16, the
switched-capacitor branch is illustrated in each of its two clock phases with the switches replaced by their on
resistance . Since we are presently interested only in the noise, we assume the input voltage to the branch is
zero (ground). Noise is contributed by each of the four switches. In clock phase , a rms voltage

 is sampled upon the capacitor. The charge stored on the capacitor is, therefore, a random quan-
tity with a rms value 

(14.32)

This random quantity of charge is completely delivered to the opamp feedback network during clock
phase .

Superimposed upon this is another random quantity of charge due to the switches on during clock phase .
Again, thermal noise in the switches gives rise to a capacitor noise voltage . Assuming the
opamp is ideal, and therefore able to maintain a precise virtual ground during , this capacitor noise voltage
results in an additional random charge being delivered to (or from) the feedback network.

(14.33)

The noise quantities  and  are uncorrelated, as are the charges  and . Therefore, the mean
square total charge delivered by the switched capacitor branch is a sum of squares of (14.32) and (14.33).

(14.34)

This is precisely the same charge that would be delivered if the switches were noiseless and the input mean
squared voltage were . Hence, assuming an ideal opamp, the switched capacitor branch may be considered
to have an input-referred noise,

(14.35)

It may be shown that including nonideal effects of the opamp makes the input-referred noise slightly higher than
the value in (14.35) but the difference is generally small when the opamp’s noise is dominated by its input differ-
ential pair transistors [Schreier, 2005].
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Fig. 14.16 A switched-capacitor branch shown in each clock phase with the switch 
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572 Chapter 14 • Switched-Capacitor Circuits

14.4 FIRST-ORDER FILTERS
We saw in Section 14.2.1 that at low frequencies, a switched
capacitor is equivalent to a resistor. Such an equivalence is
often used to derive good switched-capacitor filter structures
from their active-RC counterparts. However, although such
structures would behave very similarly for low-frequency
input signals (when compared to the clock frequency), for sig-
nal frequencies moderately close to the clock frequency, the
behavior of the switched-capacitor circuit is precisely deter-
mined through the use of the -domain signal-flow-graph
approach just discussed.

A general first-order active-RC filter is shown in Fig. 14.17.
To obtain a switched-capacitor filter having the same low-
frequency behavior, the resistors are replaced with delay-free
switched capacitors (delay-free inputs are used since they create
negative integration, as do resistive inputs), while the
nonswitched capacitor feed-in is left unchanged. The resulting
first-order switched-capacitor filter and its equivalent signal-
flow-graph are shown in Fig. 14.18. An equation that describes
this signal-flow-graph is

(14.36)

Key Point:  Beginning with conventional 
continuous-time active RC filters, and 
replacing each resistor with a switched-
capacitor results in a discrete-time filter 
whose frequency response closely approxi-
mates that of the original continuous-time 
filter at frequencies far below the sampling 
frequency. Once a filter structure is obtained, 
its precise frequency response is determined 
through the use of discrete-time analysis.

z

Fig. 14.17 A first-order active-RC filter.
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Fig. 14.18 A first-order switched-capacitor filter: (a) circuit (no switch sharing), (b) equivalent 
signal-flow-graph.
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14.4 First-Order Filters 573

from which the transfer function for this first-order filter is found to be

(14.37)

The pole of (14.37) is found by equating the denominator to zero, which results in a pole location, , given by

(14.38)

Note that for positive capacitance values, this pole is restricted to the real axis between zero and one, and therefore
the circuit is always stable. In fact, with  the circuit’s pole is at  or, in other words, it becomes a
discrete-time integrator, as expected. The zero of (14.37) is found by equating the numerator to zero, which results
in a zero location, , given by

(14.39)

Therefore, for positive capacitance values, this zero location is also restricted to the real axis between zero and
one. Additionally, the dc gain for this circuit is found by setting , which results in the dc gain being given by

(14.40)

Recall that in a fully differential implementation, effective negative capacitances can be realized for , ,
and  by interchanging the input wires. For example, a zero at  could be realized by setting

(14.41)

In other words, the pair of capacitors representing  would be half the size of those representing  and the
input wires interchanged into the  pair such that  is applied to that input branch.

EXAMPLE 14.3

Find the capacitance values needed for a first-order switched-capacitor circuit such that its 3-dB point is at 10 kHz
when a clock frequency of 100 kHz is used. It is also desired that the filter have zero gain at 50 kHz and the dc
gain be unity. Assume .

Solution
First note that having a zero gain at 50 kHz is equivalent to placing a zero at . Now, making use of the bilinear
transform  as described in Section 13.5.4, the zero at  is mapped to . In addition,
the frequency warping between the two domains, , maps the –3-dB frequency of 10 kHz (or

) in the -domain to
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574 Chapter 14 • Switched-Capacitor Circuits

in the continuous-time domain. Therefore, our specification is now simplified to find the pole location for a con-
tinuous-time filter having a –3-dB frequency equal to  and a zero at . Clearly, the continuous-time
pole, , required here is 

This pole is mapped back to a -domain pole, , of value

Therefore, the desired discrete-time transfer function, , is given by

where  is determined by setting the dc gain to one (i.e., ) resulting in

or equivalently,

Equating these coefficients with those of (14.37) (and assuming ) results in

where a differential input can realize the negative capacitance.

For designs where the zero and pole frequencies are substantially less than the clock frequency (unlike the
previous example, which had a zero at one-half the clock frequency), it is not necessary to pre-warp the specifica-
tions using the bilinear transform. Rather, some approximations can be used to derive equations for the capacitor
ratios given the desired zero and pole, which are both assumed to be real and positive. As in Example 14.2, using
(14.37), we have

(14.42)

Substituting (14.15) and (14.16) into (14.42) gives

(14.43)

This transfer function is exact. Making the approximation  allows (14.43) to be simplified as
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14.4 First-Order Filters 575

(14.44)

The procedure just used is quite useful when finding a continuous-time transfer function that approximates a
discrete-time transfer function. Setting the numerator of (14.44) to zero gives the following approximate equation
for the zero frequency:

(14.45)

Similarly, setting the denominator to zero gives the following approximate equation for the pole frequency:

(14.46)

EXAMPLE 14.4

Find the capacitance values C3 needed for a first-order low-pass switched-capacitor filter that has  and a
pole at the 1/64th sampling frequency using the approximate equations. The low-frequency gain should be unity.

Solution
Using (14.46) and solving for , we have

(14.47)

If we choose , then we have . From (14.44) with , we see that the low-
frequency gain is given by . For unity gain, this means we need  as well.

14.4.1 Switch Sharing

Careful examination of the switched-capacitor filter shown in Fig. 14.18(a) reveals that some of the switches are
redundant. Specifically, the top plate of both  and  are always switched to the opamp’s virtual ground and
true ground at the same time. Therefore, one pair of these switches can be eliminated and the two top plates of 
and  can be connected together, as shown in Fig. 14.19.

14.4.2 Fully Differential Filters

While the circuits seen so far have all been shown with single-ended signals, in most analog applications it is
desirable to keep the signals fully differential. Fully differential signals imply that the difference between two lines
represents the signal component, and thus any noise which appears as a common-mode signal on those two lines does
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not affect the signal. Fully differential circuits should also be balanced, implying that the differential signals operate
symmetrically around a dc common-mode voltage (typically, analog ground or halfway between the power-supply
voltages). Having balanced circuits implies that it is more likely noise will occur as a common-mode signal due to the
symmetry of the circuit. Fully differential circuits have the additional benefit that if each single-ended signal is dis-
torted symmetrically around the common-mode voltage, the differential signal will have only odd-order distortion
terms (which are often much smaller). To see this distortion improvement, consider the block diagram shown in
Fig. 14.20, where the two nonlinear elements are identical and, for simplicity, the common-mode voltage is assumed
to be zero. If the nonlinearity is memoryless, then the outputs can be found as a Taylor series expansion given by

(14.48)

where  are constant terms. In this case, the differential output signal, ,
consists of only the linear term, , and odd-order distortion terms
(which are typically smaller than the second-order term). With these two
important advantages, most modern switched-capacitor circuits are real-
ized using fully differential structures.

A fully differential realization of the first-order filter is shown in
Fig. 14.21. Note here that the fully differential version is essentially two copies
of the single-ended version, which might lead one to believe that it would con-
sume twice the amount of integrated area. Fortunately, the increased area pen-

alty is not that high. First, we see that only one opamp is needed although it does require extra common-mode feedback
circuitry. Second, note that the input and output signal swings have now been doubled in size. For example, if single-
ended
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Fig. 14.19 A first-order switched-capacitor filter with switch sharing.
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Fig. 14.20 Demonstrating that even-order distortion terms cancel in fully differential circuits if the 
distortion is symmetrical around the common-mode voltage. Here, the common-mode voltage is 
assumed to be zero.

Key Point:  Fully-differential filter 
implementations offer several 
advantages over their single-ended 
counterparts: they allow for the 
realization of sign inversion (i.e. a 
gain of –1) by simply interchanging 
wires, reject common-mode noise, 
and rejecting even-order distortion 
terms which generally dominate 
single-ended circuits.
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14.5 Biquad Filters 577

signals are restricted to  V, then the maximum peak-to-peak signal swing of sin-
gle-ended signals is 2 V, while for differential signals it is 4 V. Thus, to maintain the
same dynamic range due to  noise, the capacitors in the fully differential
version can be half the size of those in the single-ended case.3 Since smaller capac-
itors can be used, the switch size widths may also be reduced to meet the same set-
tling-time requirement. However, the fully differential circuit has more switches
and wiring so this circuit will be somewhat larger than its single-ended counterpart,
although if properly designed it should be significantly less than two times larger.
Moreover, recall that the fully differential circuit has the advantages of rejecting
much more common-mode noise and better distortion performance.

14.5 BIQUAD FILTERS
Similar to the first-order case, good switched-capacitor biquad filter structures can be obtained by emulating well-
known continuous-time filter structures. However, also as in the first-order case, once a filter structure is obtained,
its precise frequency response is determined through the use of discrete-time analysis using the signal-flow-graph
technique discussed in Section 14.2.4. This exact transfer function, or a close approximation to it, is then used
when determining capacitor ratios during the design phase.

14.5.1 Low-Q Biquad Filter

A direct-form continuous-time biquad structure can be obtained by rewriting the general biquad transfer function,
, as follows:

3. When the signal voltage doubles, the signal power goes up by a factor of four. Fully differential circuits would have twice the noise 
power of single-ended circuits having the same size capacitors due to there being two capacitive networks generating noise. Halving the 
capacitor size of the differential circuit would result in another doubling in noise power, resulting in a signal-to-noise ratio equal to that 
of a single-ended circuit having capacitors twice as large.
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φ1C3

C1

φ1φ1 C2

φ2 φ2
CA φ2

φ1
C3
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+

–
–
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Fig. 14.21 A fully differential first-order switched-capacitor filter.

Key Point:  Although fully-dif-
ferential circuit implementa-
tions require some overhead for 
additional wiring and common-
mode feedback circuitry, if 
properly designed the over-
head should represent a small 
fraction of the overall circuit.
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kT( ) C⁄
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578 Chapter 14 • Switched-Capacitor Circuits

(14.49)

Here,  and  are the pole frequency and pole Q, respectively, whereas , , and  are arbitrary coef-
ficients that place this biquad’s zeros (i.e., the numerator’s roots). Multiplying through by the denominators and
dividing by , (14.49) can be written as

(14.50)

Finally, (14.50) can be expressed as two integrator-based equations. Specifically,

(14.51)

and

(14.52)

A signal-flow-graph describing the preceding two equations is shown in Fig. 14.22.
Now, allowing negative resistors to be used, an active-RC realization of this general biquad signal-flow-graph is

shown in Fig. 14.23 [Brackett, 1978]. Note that for convenience the integrating capacitors,  and , have been set
to unity.

A switched-capacitor biquad based on this active-RC circuit can be realized as shown in Fig. 14.24 [Martin,
1979]. Here, all positive resistors were replaced with delay-free feed-in switched-capacitor stages while the nega-
tive resistor was replaced with a delaying feed-in stage. The switched-capacitor circuit has redundant switches, as
switch sharing has not yet been applied.

The input capacitor  is the major signal path when realizing low-pass filters; the input capacitor  is
the major signal path when realizing bandpass filters; whereas, the input capacitor  is the major signal path
when realizing high-pass filters.

Before proceeding, it is worth mentioning that while this switched-capacitor filter is a natural result when
using single-ended circuits, the use of fully differential circuits could result in quite a few other circuits, some of
which could have poor performance properties. For example, all the positive resistors could be replaced with
delay-free feed-in stages as before, but in addition, the negative resistor could also be replaced with a delay-free
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Fig. 14.22 A signal-flow-graph representation of a general continuous-time biquad filter.
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14.5 Biquad Filters 579

feed-in stage where the differential input wires are interchanged. Such a circuit would have a delay-free loop
around the two integrators and may have an excessive settling time behavior. As another example, all resistors
might be replaced with delaying feed-in stages where positive resistors are realized by interchanging the input
wires of those stages. In this case, settling time behavior would not suffer as there would be two delays around
the two-integrator loop, but coefficient sensitivity would be worse for filters having high-Q poles. In summary,
what is important is that the two-integrator loop have a single delay around the loop. Such an arrangement is
referred to as using lossless discrete integrators (LDI) [Bruton, 1975].

Using the approach presented in Section 14.2.4, the signal-flow-graph for the biquad circuit shown in
Fig. 14.24 can be found and is shown in Fig. 14.25. The transfer function, , for this signal-flow-graph is
found to be given by

(14.53)

Fig. 14.23 An active-RC realization of a general continuous-time biquad filter.
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1 ω0⁄
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CA 1=
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Fig. 14.24 A low-Q switched-capacitor biquad filter (without switch sharing).
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580 Chapter 14 • Switched-Capacitor Circuits

While the preceding relation is useful for analyzing the switched-capacitor circuit shown, this relation can
also be used during design of a desired transfer function. Assuming the desired discrete-time biquad transfer
function has been found using a digital-filter design program, and is given by

(14.54)

we can equate the individual coefficients of  in (14.53) and (14.54), resulting in the following design equations:
(14.55)

(14.56)

(14.57)

(14.58)

(14.59)

There is some flexibility in choosing the values of , , and . A single degree of freedom arises because
specifying the overall transfer function, , places no constraint on the size of the signal at the internal node,

. Thus, one way to choose appropriate capacitor values is to initially let  and determine other initial
component values, find the signal levels that occur at nodes  and , then using that signal level informa-
tion, perform dynamic range scaling to find the final component values that result in similar signal swings at both
nodes. Alternatively, the time constants of the two discrete-time integrators can be set equal by choosing

(14.60)

Such a choice usually results in a near optimal dynamically range-scaled circuit.
If it is desired to design the SC biquad so that its transfer function matches that of a continuous-time transfer function

as closely as possible, then the approach used in Example 14.2 can be taken. Specifically, (14.53) can be rewritten as

(14.61)

Rewriting (14.15) and (14.16) here for convenience, we have

(14.62)

Fig. 14.25 A signal-flow-graph describing the switched-capacitor circuit in Fig. 14.24.
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and

(14.63)

Substituting these equations into (14.61) and rearranging gives

(14.64)

For , we further have

(14.65)

The coefficients of (14.65) can be matched to the desired coefficients of the continuous-time transfer function. A
closer matching between transfer functions can be obtained if one chooses capacitor ratios to match the real and imag-
inary parts of both the numerators and denominators of (14.64) and the desired continuous-time transfer function at the
resonant frequency, as is outlined in [Martin, 1980].

Finally, an estimate of the largest to smallest capacitance ratio can be made by using the resistor approximation
(14.5) for this switched-capacitor circuit. Comparing Fig. 14.23 and Fig. 14.24 and using (14.5), we see the follow-
ing approximations are valid for the feedback capacitor ratios, , , and  (the capacitor ratios that determine
the pole locations).

(14.66)

(14.67)

However, the sampling rate, , is typically much larger that the approximated pole frequency, , resulting in 

(14.68)

Thus, the largest capacitors (that determine the pole locations) in the switched-capacitor biquad circuit of
Fig. 14.24 are the integrating capacitors, and . Additionally, if , then the smallest capacitors are

 and , resulting in an approximate capacitance spread of . However, if , then from
(14.67) the smallest capacitor would be , resulting in an approximate capacitance spread of .

14.5.2 High-Q Biquad Filter

The resultant high-capacitance spread in the preceding low-Q circuit, when , was a direct result of having a
large damping resistance value of  in Fig. 14.23. One way to obtain a high-Q switched-capacitor circuit that
does not have such a high capacitance spread is to eliminate this damping resistance in the continuous-time filter
counterpart. Such an elimination can be accomplished by rewriting (14.50) as

(14.69)

and 

(14.70)
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582 Chapter 14 • Switched-Capacitor Circuits

The signal-flow-graph representation of these two equations is shown in Fig. 14.26. Note that here the damping
path,  coefficient, passes through the first integrator stage and can be realized through the use of a capacitor,
as shown in Fig. 14.27.

Once again, replacing resistors with appropriate switched-capacitor feed-in stages, the final high-Q switched-
capacitor biquad circuit is shown in Fig. 14.28 [Martin, 1980].

The input capacitor  is the major signal path when realizing low-pass filters, the input capacitor  is
the major signal path when realizing bandpass filters, and the input capacitor  is the major signal path when
realizing high-pass filters. Other possibilities for realizing different types of functions exist. For example, a nonde-
layed switched capacitor going from the input to the second integrator could also be used to realize an inverting
bandpass function. If the phases on the input switches of such a switched capacitor were interchanged, then a non-
inverting bandpass function would result, but with an additional period delay.

Using the signal-flow-graph approach described in Section 14.2.4, the transfer function for this circuit is
found to be given by

(14.71)

Fig. 14.26 An alternate realization for a general continuous-time biquad filter.
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Fig. 14.27 An alternate realization of a general active-RC biquad filter.
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14.5 Biquad Filters 583

Matching the coefficients of (14.71) to the coefficients of a discrete-time transfer function given by4

(14.72)

the following equations result:
(14.73)

(14.74)
(14.75)
(14.76)

(14.77)
As for the low-Q biquad, we see that there is some freedom in determining the coefficients as there is one less

equation than the number of coefficients. A reasonable first choice might be to take

(14.78)

after which all other ratios follow. This will give a good dynamic range but not necessarily optimum. After the
biquad has been designed, it can be analyzed and the ratios adjusted to equalize the maximum signal strength at
the two opamp outputs.

EXAMPLE 14.5

The following transfer function describes a bandpass filter having a peak gain of 5 near  and a  of about 10.

(14.79)

4. Note that (14.72) is written in slightly different form than (14.54) to simplify the resulting equations.

Fig. 14.28 A high-Q switched-capacitor biquad filter (without switch sharing).
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584 Chapter 14 • Switched-Capacitor Circuits

Find the largest to smallest capacitor ratio if this transfer function is realized using the high-  biquad circuit. Com-
pare the results to those which would be obtained if the low-  circuit were used instead. Let  in both
cases.

Solution
For the high-  biquad circuit, making use of (14.73) to (14.76) and assuming  results in the following
capacitor values.

Recalling that , in this high-  circuit the smallest capacitor is , which makes the capacitance
spread about 11 to 1.

For the low-  biquad circuit design, we first rewrite (14.79) as

(14.80)

which makes applying equations (14.55) to (14.60) easier. In addition, an extra zero at  was added to avoid
negative capacitances. This extra zero does not change the magnitude response. 

We obtain the following ratios assuming :

(14.81)

(14.82)

(14.83)

(14.84)

(14.85)

Thus the capacitance ratio for this circuit is determined by , which primarily sets the accuracy of the pole-Q
factor, resulting in a spread of near 17. It should be noted here that worse capacitance spreads will occur for this
low-  circuit if the pole  is higher and/or the sampling frequency is increased relative to the passband edge.

There are many other biquadratic stages than the two presented here.
For example, a general stage capable of realizing any -transform is
described in [Laker, 1994]. However, the authors have found that for the
great majority of filtering applications, the choice of the circuits of either
Fig. 14.24 or Fig. 14.28 (with switch sharing) is nearly optimum. The
exception to this is for phase equalizers, where often feed-ins approximating
negative resistors are needed. To realize higher-order switched-capacitor
filters, one can cascade a number of biquad and/or first-order stages. Alter-
natively, one can use lower-sensitivity techniques such as signal-flow-graph

Q
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Key Point:  Several different 
discrete-time biquads can be realized 
by varying the type (i.e., delayed, 
delay-free) and exact connection of 
switched-capacitor branches within 
a two-integrator loop. The choice of 
which biquad to use depends upon 
the specific pole and zero locations 
sought.

z
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14.6 Charge Injection 585

simulations of the relationships between the state variables of passive doubly terminated LC ladder filters. The
interested reader is referred to [Gregorian, 1986] for detailed descriptions on the design of high-order SC filters.

14.6 CHARGE INJECTION
As seen in Chapter 10, comparators that make use of switches suffer from charge-injection errors. Fortunately, by
turning off certain switches first, the charge-injection errors of the overall circuit are due to only those early
switches. This same result applies to switched-capacitor circuits, and thus charge-injection effects can be mini-
mized by having some clock signals slightly advanced with respect to the remaining signals. Which clock signals
should be advanced is most easily explained with the following example.

Consider the first-order switched-capacitor filter shown in Fig. 14.29, where switch sharing is used. Here, 
and  are slightly advanced with respect to the remaining clock signals for the following reasons. First, since

 is always connected to ground while  is always connected to virtual ground, when these switches are
turned on they need only pass a signal near the ground node (not rail-to-rail signals as might occur at opamp out-
puts). Thus, these two switches can be realized using single -channel transistors rather than full CMOS trans-
mission gates.5 A second, more important reason for using this clock arrangement is that the charge injections
due to  are not signal dependent, while those of  are signal dependent. Specifically, we saw in
Chapter 10 that the channel charge of an NMOS transistor in triode is given by

(14.86)

Here, we see that the charge is related to the gate-source voltage as well as to the threshold voltage. When 
and  are on, , and since their source remains at zero volts, their threshold voltages also remain
constant. As a result, the amount of charge injected by  is the same from one clock  cycle to the next and
can be c onsidered as a dc  offset. Unfortunately, the same cannot be said of  and . For example, when 
is on, its channel charge is found from (14.86) to be

(14.87)

Thus, one portion of the channel charge is linearly related to . However, its source voltage settles to  and thus
the transistor’s threshold voltage changes in a nonlinear relationship (due to the bulk effect, assuming its substrate 

5. Switches ,  may be realized as CMOS transmission gates since they may need to pass large-swing signals.

Fig. 14.29 A first-order switched-capacitor circuit with a clock arrangement to reduce 
charge-injection effects.  and  turn off  and  slightly early.φ1a φ2a Q3 Q4
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is set to a fixed voltage). As a result,  has a linear and nonlinear relation-
ship to  and thus would cause a gain error and distortion if  were turned
off early. Finally, while  and  would also inject constant charge from
one cycle to the next, it is best not to add any unnecessary charge into the cir-
cuit so these switches are also not advanced.

In summary, to reduce the effects of charge injection in switched-capacitor
circuits, realize all switches connected to ground or virtual ground as -chan-
nel switches only, and turn off the switches near the virtual ground node of the
opamps first. Such an approach will minimize distortion and gain error as well
as keeping dc offset low.

EXAMPLE 14.6

Assuming an ideal opamp, estimate the amount of dc offset in the output of the circuit shown in
Fig. 14.29 due to channel-charge injection (ignore overlap capacitance charge injection) when 
and . Assume that switches  are n-channel devices with a threshold voltage of

, width of , length of , and . A power supply of 
is used, and the circuit’s “ground” node is located at .

Solution
The dc feedback around the opamp will keep the negative input of the opamp at . From (14.86),
we can calculate the amount of channel charge of  (when on) to be

(14.88)

All of the dc feedback current is charge transferred through the switched capacitor . Thus, the charge being
transferred through this capacitor must equal the charge injected by both  (assuming the input is at zero
volts and therefore does not contribute charge). The charge transfer into  is given by

(14.89)

Now, we estimate that half the channel charges of  and  are injected to the virtual ground node by the following
reasoning. When  turns off, half the channel charge of  goes into the virtual ground while half of its charge is
placed at the node between  and . When  goes high, the second charge escapes to ground, but when 
goes low, half of its channel charge is left between  and  and is passed into the virtual ground when  goes
high again. As a result, we can write the following charge equation,

(14.90)

which can be used to find , and hence the output voltage from (14.89)

(14.91)

Thus, we see that this output dc offset value is affected by the size of capacitors used (in particular, ) as
well as the switch sizes and power-supply voltage. It should be mentioned here that if the dc input offset voltage of
the opamp was included in the analysis, it would be multiplied by the dc gain of the circuit similar to that which
occurs in an active-RC circuit.

Key Point:  To minimize distor-
tion due to charge injection, 
switches connected to dc nodes, 
such as ground, are turned off 
in advance of other switches. 
Although there is still some 
charge injection, it is signal 
independent.
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Charge-injection is especially troublesome at higher frequencies. At higher fre-
quencies, the time constant of the switch-on resistance and the capacitor being charged
or discharged must be smaller; this necessitates larger switches for a given size capaci-
tor and therefore greater charge-injection. It is possible to derive a very simple formula
that gives an approximate upper bound on the frequency of operation of an SC circuit
for a specified maximum voltage change due to charge injection. This upper bound
takes into account switch channel charge only and ignores charge injection due to over-
lap capacitance.

Most SC circuits will have two series switches for each capacitor. If one assumes
that, for good settling, the sampling clock half-period must be greater than five time
constants, then we have 

(14.92)

where  is the sampling period,  is the on resistance of the -channel switch, and  is the capacitor. Equation
(14.92) may be rewritten

(14.93)

where  is the clock frequency. Recalling (1.108) from Chapter 1, we have 

(14.94)

Also, using (14.87), the charge change due to the channel charge only caused by turning an -channel switch off
is approximated by

(14.95)

For a specified , (14.95) implies that

(14.96)

Substituting (14.94) and (14.96) into (14.93) gives 

(14.97)

a very simple expression. Thus, the upper frequency limit to charge injection for
SC circuits is inversely proportional to  and is approximately independent of
the size of capacitors or the power-supply voltages, assuming the switch sizes are
chosen optimally; as technology improves, much higher switching frequencies
are attainable. Finally, (14.97) ignores overlap capacitance, so it is somewhat
optimistic and should be therefore considered an upper bound on the maximum
clocking frequency.

Key Point:  Charge 
injection is most 
problematic at high 
switching speeds 
where low switch on 
resistances demand 
wide transistors and 
small capacitors.

T
2
--- 5RonC>

T Ron n C

fclk
1

10RonC
-------------------<

fclk 1 T⁄=

Ron
1

μnCox
W
L
-----Veff

-----------------------------=

n

ΔV QCH

2C
---------- WLCoxVeff

2C
---------------------------= =

ΔV max

C WLCoxVeff

2 ΔV max

---------------------------=

fclk
μn ΔV max

5L2
------------------------<

Key Point:  Technology 
scaling permits smaller 
transistors to offer the 
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588 Chapter 14 • Switched-Capacitor Circuits

EXAMPLE 14.7

Assuming the maximum voltage change due to clock feedthrough is 1 mV, what are the maximum clocking
frequencies considering only channel charge injection for technologies having minimum channel lengths of
0.8 , 0.35 , and 0.18  in Table 1.5? 

Solution
Using (14.97) and carrier mobilities obtained from Table 1.5 gives , which must be less than 14.8 MHz, 69 MHz, and
196 MHz, respectively, for the three different technologies. Notice the substantial increase in speed for SC circuits as
the technology improves.

14.7 SWITCHED-CAPACITOR GAIN CIRCUITS
Perhaps the most common nonfiltering analog function is a gain circuit where the output signal is a scaled version
of the input. In this section, we shall see that it is possible to realize accurate gain circuits by making use of
switched-capacitor techniques. An important application of switched-capacitor gain circuits is in pipelined ana-
log-to-digital converters. Specific switched-capacitor circuits that are popular for that application are presented in
the chapter on Nyquist-rate A/D converters.

14.7.1 Parallel Resistor-Capacitor Circuit

In active-RC circuits, a gain circuit can be realized as parallel combinations of resistors and capacitors in both the
feedback and feed-in paths, as shown in Fig. 14.30(a). One of the first switched-capacitor gain circuits uses a
similar approach, where the two resistors have been replaced by their switched-capacitor equivalents, as shown in
Fig. 14.30(b) [Foxall, 1980]. Using the signal-flow-graph technique of Section 14.2.4, straightforward analysis
results in the transfer function for this switched-capacitor gain circuit being given by

(14.98)

Unfortunately, this design will also amplify the 1/f noise and offset voltage of the shown opamp by . How-
ever, it does have the advantage that its output is a continuous waveform that does not incur any large slew-rate
requirement (as occurs in the resettable gain circuit discussed next).

14.7.2 Resettable Gain Circuit

The next configuration continuously resets an integrating capacitor on each clock cycle, as shown in Fig. 14.31
[Gregorian, 1981]. Here, the voltage across the integrating capacitor, , is cleared on each , while on  the
input voltage charges  and the charging current flows across  at the same time. In this way, the change in
charge across , , equals the change in charge across , , and therefore, at the end of , the output
voltage is related to the input voltage by  . 

In addition, this circuit stores any opamp input-offset voltage across the input and feedback capacitors. When
the output is sampled by the succeeding circuit (during ), the effects of the input-offset voltage of the opamp are
cancelled from the output voltage. The elimination of the opamp’s input-offset voltage is important for two
reasons. One reason is that if the offset voltage is not cancelled, it will also be amplified when the input signal is
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14.7 Switched-Capacitor Gain Circuits 589

amplified and therefore can be troublesome. A second reason (and often more important)
is that when the offset voltage is eliminated, 1/f noise is also reduced. As we saw in Chap-
ter 9, 1/f noise is large at low frequencies and can be a dominant noise source in many
MOS circuits. However, when a circuit cancels dc offset voltages, the circuit has, in effect,
a high-pass response from the opamp’s input terminals to the output voltage. Thus, the 1/f
noise is also high-pass filtered and hence reduced. It should be noted here that although
there is a high-pass response from the opamp’s input terminals to the output voltage, the
response from the overall circuits does not necessarily have a high-pass response.

To see this offset cancellation, consider the gain circuit during  (i.e., when it is being reset) as shown in
Fig. 14.32(a). The effect of the input offset voltage is being modelled as a voltage source, , which is placed in series

Fig. 14.30 (a) An active-RC gain circuit. ( b) An equivalent sw itched-capacitor ga in circuit.
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Fig. 14.31 A resettable gain circuit where opamp offset voltage is cancelled.
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590 Chapter 14 • Switched-Capacitor Circuits

with one of the opamp inputs. In this case, it is placed in series with the positive input, which results in the analysis being
marginally simpler. During , both the voltages across  and  are equal to the opamp offset voltage, . Next,
during  the circuit is configured as shown in Fig. 14.32(b), and at the end of  the voltage across  is given by

, while that for  is given by . Therefore we can write,

(14.99)

and

(14.100)

Since the voltage across  one-half period earlier was  and , we have

(14.101)

Finally, since one side of  is connected to the virtual ground of the opamp, which is at , the output voltage
is given by

(14.102)

Thus, the output voltage is independent of the opamp offset voltage.
Note, however, that the output voltage is only valid during , and it is equal to  during , as shown in

Fig. 14.33. The difficulty in realizing this waveform is that the opamp output must slew between  and
a voltage near 0 V each time the clock changes. Clearly, such a waveform requires a very high slew-rate opamp
for proper operation. 

Fig. 14.32 The resettable gain circuit (a) during reset , and (b) during valid output .φ2( ) φ1( )

C1

C2

Voff

Voff

Voff

+ –

+–
Voff

+

–

(a) (b)

C2

VC2
+–

VC1
–+

Voff

C1

vin n( )

+

–

vout n( )

 
C1

C2

------
⎝ ⎠
⎜ ⎟
⎛ ⎞

vin n( )–=

φ2 C1 C2 Voff

φ1 φ1 C1

VC1
n( ) vin n( ) Voff–= C2 VC2

n( ) vout n( ) Voff–=

ΔQC1 C1 VC1
n( ) V– off( )–[ ] C1vin n( )= =

VC2
n( ) VC2

n 1 2⁄–( ) ΔQC2

C2

-------------–=

C2 Voff– ΔQC2 ΔQC1=

VC2
n( ) Voff– C1vin n( )

C2

--------------------–=

C2 Voff

vout n( ) Voff VC2
n( )+=

 Voff Voff– C1vin n( )
C2

--------------------–⎝ ⎠
⎛ ⎞+=

 C1

C2

------⎝ ⎠
⎛ ⎞– vin n( )=

φ1 Voff φ2

C1 C2⁄–( )vin

C14.fm  Page 590  Sunday, October 23, 2011  3:29 PM



14.7 Switched-Capacitor Gain Circuits 591

Finally, note that a programmable gain circuit is easily realized by replacing  with a programmable capac-
itor array6 (PCA) where the capacitor size is determined by digital signals.

14.7.3 Capacitive-Reset Gain Circuit

To eliminate the need for the opamp output to slew to approximately 0 V each clock period yet still cancel the opamp’s
offset voltage, a capacitive-reset gain circuit can be used. The basic idea of the gain circuit is to couple the opamp’s out-
put to the inverting input during the reset phase with a capacitor that has been previously charged to the output voltage.
Thus, we shall see that one property of this gain circuit is that the opamp’s output need only change by the opamp’s off-
set voltage between clock phases. In addition, since the circuit is insensitive to the opamp’s input offset voltage, it also
reduces the effect of the opamp’s 1/f noise. Finally, it can also be shown (see [Martin, 1987]) that for low-frequency
inputs (or for inputs that are constant for at least two clock periods), the errors due to finite gain, , of the opamp are
proportional to  (rather than the usual ). Such a result often allows the use of single-stage opamps that are
very fast opamps.

The capacitive-reset gain circuit is shown in Fig. 14.34. Capacitor  is an optional “deglitching” capacitor
[Matsumoto, 1987] used to provide continuous-time feedback during the nonoverlap clock times when all the

6. A programmable capacitor array is a capacitor whose size can be digitally controlled. It normally consists of a number of binarily-weighted 
capacitors having one plate common for all capacitors and the other plate of each capacitor connected through digitally-controlled switches 
to either a second common node or ground.

Fig. 14.33 An example output waveform for the resettable gain circuit.
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Fig. 14.34 A gain circuit using capacitive reset (  is an optional deglitching capacitor). 
Depending on the input-stage clock signals, the gain can be either inverting (as shown) or nonin-
verting (input-stage clocks shown in parentheses).
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592 Chapter 14 • Switched-Capacitor Circuits

switches are open. This deglitching technique works well and should be used on almost all switched-capacitor
circuits that would otherwise have no feedback connection at some instant of time. This capacitor would normally
be small (around 0.5 pF or less).

This gain circuit can be either inverting or noninverting depending on the clock phases of the input stage.
While the inverting circuit creates its output as a delay-free version of the input, the output for the noninverting
case would be one-half clock cycle behind the input signal.

To see how this capacitive-reset gain circuit operates, consider the inverting circuit during the reset phase of
, as shown in Fig. 14.35(a). We have assumed capacitor  was charged to the output voltage during the previ-

ous  clock phase. Here we see that capacitors  and  are charged to the opamp’s input-offset voltage, , in
the same manner as in the resettable gain circuit of Fig. 14.31. The next clock phase of  is shown in
Fig. 14.35(b), where we see that the output voltage is independent of the offset voltage in the same manner as the
resettable gain circuit. In addition, we see that during , capacitor  is charged to the output voltage. Before
proceeding, it is of interest to note what happens to the charges on  and  when going from phase  to 
(i.e., circuit (b) to (a) of Fig. 14.35). Since the charges on  and  are equal (recall that the charge on  was
obtained during the charging of ), when one side of each of  and  are grounded, their charges cancel each
other and no charge is dumped onto . Therefore, in the circuit of Fig. 14.35(a), the voltage on  remains
equal to the previous output voltage as shown. It should be noted here that even if the two charges did not pre-
cisely cancel, it would only result in the output voltage moving slightly further away from the previous output
voltage during  but would not affect the output voltage during .

Finally, this capacitive-reset gain circuit can also realize a differential-to-single-ended gain stage, as shown in
Fig. 14.36. Note that the shown circuit indicates that the switches connected around the virtual grounds are dis-
connected slightly sooner than other switches to reduce nonlinearities due to charge injection. This circuit has a
switched-capacitor circuit connected to the positive input of the opamp that not only accepts differential inputs but
also, to a first-order approximation, cancels the clock feedthrough of the switches [Martin, 1982]. 

φ2

Fig. 14.35 Capacitive-reset gain circuit. (a) During reset  when the output remains near 
previous output level. (b) During valid output  when no offset error is present.
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14.8 CORRELATED DOUBLE-SAMPLING TECHNIQUES
The preceding SC gain amplifier is an example of using correlated double sampling (CDS) to minimize errors due
to finite offset voltages, 1/f noise, and finite opamp gain. This technique is generally applicable to SC circuits of
many different types [Temes, 1996]. It has been used to realize highly accurate gain amplifiers, sample and holds,
and integrators. The basic methodology in all cases is similar: During a calibration phase, the finite input voltage
of the opamp is sampled and stored across capacitors; during the operation phase (when the output is being sam-
pled), this error voltage is subtracted from the signal voltage by appropriate switching of the capacitors. A detailed
description of CDS techniques is beyond the scope of this text; rather, a couple of examples will be briefly
described and the interested reader can consult the tutorial [Temes, 1996] for more information.

A wide-band amplifier that uses CDS, similar to the SC amplifier of Fig. 14.34, but with superior high-
frequency operation, is shown in Fig. 14.37. During ,  and  are used to have

(14.103)

but with errors due to finite input-offset voltage, 1/f noise, and gain. At the same time, the finite opamp input voltage
caused by these errors is sampled and stored across  and . Next, during , this input error voltage is subtracted
from the signal (applied to the opamp input) at that time. Assuming that the input voltage and the opamp input error
voltages did not change appreciably from  to , errors due to them will be significantly reduced.

The technique can also be used to realize accurate integrators. For example, the SC integrator shown in
Fig. 14.38 [Nagaraj, 1986; Ki, 1991] uses an additional capacitor, , to sample the opamp input error voltages
during . Next, during ,  is connected in series with the opamp’s inverting input and greatly minimizes
the effects of these errors (by a factor of the inverse of the opamp’s gain over what would otherwise occur at
frequencies substantially less than the sampling frequency). Similar architectures, with an open-loop capaci-
tor in series with the opamp input during the phase when the output is sampled, can also be used for gain
amplifiers.

When CDS sampling is used, the opamps should be designed to minimize thermal noise rather than 1/f noise.
This might mean the use of -channel input transistors rather than -channel input transistors, for example.

Fig. 14.36 A differential-to-single-ended gain circuit using capacitive reset.
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594 Chapter 14 • Switched-Capacitor Circuits

When this technique is used in high-order SC filters, often only a couple of stages will have low-frequency
gain from the opamp input terminals to the filter outputs and will require CDS circuitry. Other integrators can be
more simply realized. This technique has proven to be very useful in applications such as oversampling A/D
converters, where accurate integrators are required in the first stage [Hurst, 1989; Rebeschini, 1989] to reduce
input-offset voltages and especially 1/f noise.

14.9 OTHER SWITCHED-CAPACITOR CIRCUITS
In this section, we present a variety of other switched-capacitor circuits useful for nonlinear applications. Specifi-
cally, we look at an amplitude modulator, full-wave rectifier, peak detector, voltage-controlled oscillator, and
sinusoidal oscillator.

14.9.1 Amplitude Modulator

Amplitude modulators are used to shift a signal along the frequency axis. For example, to shift an information signal,
, by a carrier frequency, , we multiply  by a sinusoidal signal of frequency, , or mathematically,

(14.104)

Fig. 14.37 An SC amplifier with CDS to minimize errors due to input- offset voltages, 1/f noise, and 
finite gain.
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14.9 Other Switched-Capacitor Circuits 595

Since the Fourier transform of  is , and multiplication in the time domain is
equivalent to convolution in the frequency domain, one can show that the spectrum of  is equal to

(14.105)

Thus, the output spectrum only has power around .
However, in many cases it is difficult to realize a sinusoidal signal as well as a linear multiplier. As a result,

many modulators make use of a square-wave carrier signal, in which case the output signal is simply
(14.106)

where  is a square wave operating at the carrier frequency whose amplitude has been normalized to 1. Thus,
this approach simply requires a square-wave signal at the carrier frequency determining whether  or  is
passed to the output. The penalty paid here is that rather than  having power located only around , there
will also be significant power around odd multiples of  since a square-wave signal has power at odd harmon-
ics of the fundamental. These extra images can typically be tolerated through the use of additional filtering stages.

A square-wave modulator can be realized using switched-capacitor techniques, as shown in Fig. 14.39. Here,
the modulator is realized by making use of the capacitive-reset gain stage of Fig. 14.34. Note that the polarity of
the output signal is determined by changing the clock phases of the input-transistor pair through the use of  and

, which are controlled by the square-wave carrier clock signal . When  is high,  and ,
which results in a noninverting output of . When  goes low, the clock phases of  switch, and
the circuit produces an inverting output of .

14.9.2 Full-Wave Rectifier

A full-wave rectifier produces as its output the absolute value of the input. In other words, if the input is positive
the output equals the input, but if the input is negative the output equals an inverted version of the input. 

It is possible to realize a full-wave rectifier by making use of an amplitude modulator where, instead of a
square-wave carrier signal being used, the output of a comparator controls the polarity of the output signal, as
shown in Fig. 14.40. If the input signal is above ground,  goes high and the output is equal to a scaled version
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of the input. If the input signal is below ground,  goes low and the output equals an inverted scaled version of
input. For proper operation, the comparator output must change synchronously with the sampling instances.
Circuits to achieve this operation are given in [Gregorian, 1986].

14.9.3 Peak Detectors

Peak detectors produce as their output the maximum
value of an input signal over some time period. While
peak detectors will normally have some decaying cir-
cuitry associated with them (or a circuit to reset the peak
occasionally), here we shall just look at the peak detector
circuit itself. Two methods for realizing peak detectors
are shown in Fig. 14.41. 

In Fig. 14.41(a), a latched comparator is used to
determine when . When such a condition occurs,
the comparator output goes high and the switch  turns
on, forcing . The comparator is latched here to

maintain its speed as well as ensuring that the comparator output is either high or low. Note that this circuit requires
that the input signal directly drives  through , and hence buffering may be required. However, this circuit can
be reasonably fast since latched comparators can be made to operate quickly and there is no opamp settling
involved (only the RC time constant of  and ). 

The circuit of Fig. 14.41(b) requires an opamp (with proper compensation), since it places  in a feedback
connection. When , the opamp output will start to go high, thus turning on  and hence turning on the
feedback loop. While the feedback loop is on, the high loop gain will force  with a high accuracy. Note
that this circuit has a high input impedance as the input signal is applied to the noninverting terminal of an opamp.
However, this opamp-based circuit will typically be slower than the comparator-based circuit of Fig. 14.41(a) since
one needs to wait for the opamp output to slew and then settle. This slewing time can be minimized by adding cir-
cuitry to ensure that the gate of  never becomes lower than the output voltage when  is not conducting.

14.9.4 Voltage-Controlled Oscillator

A voltage-controlled oscillator (VCO) is an oscillator whose frequency can be adjusted through the use of a con-
trolling voltage. As we shall see, the VCO described here generates an output square wave that places the oscillator
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Fig. 14.40 A full-wave detector based on the 
square-wave modulator circuit of Fig. 14.39.
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14.9 Other Switched-Capacitor Circuits 597

alternatively in one of two states and is referred to as a relaxation oscillator. As we shall see in Chapter 19, a VCO
is an integral part of a phase-locked loop (PLL). 

The basic principle and typical waveforms of the relaxation oscillator are shown in Fig. 14.42 [Martin, 1981]
and operate as follows. Assume that  has just toggled low to  and node  is now at a level quite a bit
higher than zero. On ,  will be charged up to a voltage of , resulting in a charge value given by

(14.107)
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Note that the voltage across the unswitched capacitor  remains unchanged at . Next, as  goes high, the
charge on  will be transferred to  (while the voltage across unswitched  again remains unchanged) and
the output will fall by an amount equal to

(14.108)

This operation will continue until  reaches zero volts. In effect,  and  have formed a noninverting dis-
crete-time integrator, while capacitor  does not affect the operation of the circuit. Once  goes below zero,
the comparator output will toggle to , and at this point a large amount of charge will pass through  while
the voltage across it changes from  to . This large charge value is equal to 

(14.109)

and since this charge is drawn across , then  and node  drops by an amount equal to

(14.110)

as shown in Fig. 14.42(b). After this time,  will step up in increments of  (since  now equals )
until , at which point a large positive voltage step will occur. Just after this positive step, we will be back at
our starting point, and the entire operation will repeat indefinitely.

To derive a formula for the oscillation period , we make the assumption that  such that many
small steps occur over one-half  period. With this assumption, we can now write that the total number of clock
cycles, , equals the number of steps during negative sloping  plus the number of steps during positive
sloping . Mathematically, we have

(14.111)

Assuming , we have a 50 percent duty cycle with

(14.112)

or equivalently, 

(14.113)

This fixed-frequency oscillator can be made voltage controlled by adding an extra feed-in capacitor to the
oscillator, , as shown in Fig. 14.43. Here, when  is positive, extra charge packets are added into the inte-
grator with the same sign as those for , and the circuit reaches  sooner. If  is negative, then extra
charge packets are added into the integrator with the opposite sign as those for , and the circuit reaches

 later. Assuming  and , it is left as an exercise to the reader (Problem 14.25) to
show that the frequency of oscillation for the voltage-controlled oscillator of Fig. 14.43 is given by

(14.114)

14.9.5 Sinusoidal Oscillator

In many applications, it is useful to realize an oscillator which produces a nearly sinusoidal output. For example,
when a button is pressed on a touch-tone telephone, the signal sent down the telephone line is simply the sum of
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14.9 Other Switched-Capacitor Circuits 599

two sinusoidal signals at certain frequencies (the signal is known as a dual-tone multi-frequency (DTMF) signal).
Thus, switched-capacitor sinusoidal oscillators could be used to generate the necessary touch-tone signals.

One method of generating a sinusoidal oscillator is shown in Fig. 14.44. Here, a high-Q bandpass filter with
center frequency  is used together with a hard limiter. Assuming some start-up circuit is used to force oscilla-
tions to exist, we see that a sinusoidal wave at  results in a square wave at  which has a large component at

. The signal  is filtered by the bandpass filter and thus maintains the sinusoidal signal, . The oscillation
frequency is set by the center frequency of the bandpass filter, while the sinusoidal amplitude is set by the center
frequency gain of the filter and the peak values of the square-wave signal.

A switched-capacitor implementation of this sinusoidal oscillator is shown in Fig. 14.45 [Fleischer, 1985],
where the high-Q bandpass filter has been realized using the circuit of Fig. 14.28. The comparator generates
signals  and  with the result that the switched-input associated with  is either positive or negative. The
start-up circuit is used to sense when an ac signal is present at . When no ac signal is detected,  is low and
the extra capacitors  and  form a positive feedback loop which causes oscillations to build up. Once an ac
signal is detected,  goes high and the positive feedback loop is broken, thereby allowing oscillations to
continue, as discussed previously.
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Fig. 14.43 A voltage-controlled oscillator (VCO) based on the relaxation oscillator of Fig. 14.42.
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600 Chapter 14 • Switched-Capacitor Circuits

For examples of other nonfiltering uses of switched-capacitor circuits, the interested reader is referred to
[Gregorian, 1986].

14.10 KEY POINTS
• Opamp nonidealities such as dc gain, unity-gain frequency and phase-margin, slew-rate, and dc offset impact

switched-capacitor circuit performance. [p. 557]
• When signal voltages change very slowly compared with the clock frequency, a switched-capacitor gives rise to

an average current inversely proportional to the voltage across it, behaviorally equivalent to a resistor. [p. 561]
• When signal voltages change appreciably from one clock cycle to the next, a discrete-time analysis is needed to

accurately predict the input–output behavior of switched-capacitor circuits. [p. 561]
• Each clock cycle, a switched-capacitor integrator samples a quantity of charge proportional to an input voltage

and the sampling capacitance, then delivers it to a second integrating capacitor. [p. 562]
• The discrete-time transfer function of a switched-capacitor integrator has a pole at dc, z = 1. [p. 563]
• In order to make a switched-capacitor integrator insensitive to the circuit’s parasitic capacitances to ground, it is

necessary to add two extra switches, for a total of four, on each switched capacitor. [p. 567]
• Both delayed and delay-free integrators can be realized with the same switched-capacitor circuit by changing

the clock phases applied to two of the switches. In a fully-differential implementation, both can be configured to
provide either positive or negative dc gain. [p. 568]

• Complicated switched-capacitor circuits may be analyzed graphically using a signal-flow-graph representing
the opamp stage with an integrating block and replacing each input branch with the corresponding non
switched, delayed, or delay-free gain factor. [p. 570]

• Switched capacitors accumulate the thermal noise of the switches. Sampled kT/C noise from both clock phases
superimpose resulting in a total mean squared input-referred noise of 2kT/C. [p. 570]

• Beginning with conventional continuous-time active RC filters, and replacing each resistor with a switched-
capacitor results in a discrete-time filter whose frequency response closely approximates that of the original
continuous-time filter at frequencies far below the sampling frequency. Once a filter structure is obtained, its
precise frequency response is determined through the use of discrete-time analysis. [p. 572]
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Fig. 14.45 A switched-capacitor implementation of a sinusoidal oscillator.
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14.11 References 601

• Fully-differential filter implementations offer several advantages over their single-ended counterparts: they
allow for the realization of sign inversion (i.e. a gain of –1) by simply interchanging wires, reject common-
mode noise, and rejecting even-order distortion terms which generally dominate single-ended circuits. [p. 576]

• Although fully-differential circuit implementations require some overhead for additional wiring and common-
mode feedback circuitry, if properly designed the overhead should represent a small fraction of the overall circuit.
[p. 577]

• Several different discrete-time biquads can be realized by varying the type (i.e., delayed, delay-free) and exact
connection of switched-capacitor branches within a two-integrator loop. The choice of which biquad to use
depends upon the specific pole and zero locations sought. [p. 584]

• To minimize distortion due to charge injection, switches connected to dc nodes, such as ground, are turned off in
advance of other switches. Although there is still some charge injection, it is signal independent. [p. 586]

• Charge injection is most problematic at high switching speeds where low switch on resistances demand wide
transistors and small capacitors. [p. 587]

• Technology scaling permits smaller transistors to offer the same on resistance, thereby reducing charge injection
or, for the same charge injection, enabling higher switching frequencies. [p. 587]

• Switched-capacitor circuits can use a reset phase to sample and cancel dc offset and very low-frequency (1/f)
noise without affecting the circuit’s overall dc gain. [p. 589]
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14.12 PROBLEMS
14.12.1 Section 14.1: Basic Building Blocks

14.1 Assuming logic signals have infinitely fast fall and rise times but are delayed by  through a logic gate, draw 
the output waveforms of the two phase clock generators shown in Fig. 14.3(b). Assume the delay blocks add 
delays of  each and a clock frequency of 10 MHz is applied to the input.

14.2 You must estimate the size of NMOS transistors required to implement the switches in a switched-capacitor 
circuit. Use the transistor parameters for the  technology in Table 1.5 and the minimum gate 
length. Assume the gate voltage is at  and both drain and source are at . Also estimate 
the total gate capacitance ( ) of the transistor when it is on. Ensure the on resistance is 5 kΩ

14.3 Repeat Problem 14.2 using the  and 45 nm technologies in Table 1.5 with  and 
1.0 V respectively. In each case, assume the minimum gate length is used, the gate voltage is , and 
both source and drain are at . How do the results compare between technologies?
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0.35 μm
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14.12 Problems 603

14.12.2 Section 14.2: Basic Operation and Analysis

14.4 Ignoring the effect of parasitic capacitances, find the discrete-time transfer function of the switched-capacitor cir-
cuit shown in Fig. P14.4.

14.5 Repeat Problem 14.4 but include the effect of parasitic capacitances.
14.6 Show that when an opamp has a finite gain of , the transfer function for the discrete-time integrator of Fig. 14.5 

is given by

Also show that this transfer function has a dc gain of  and a pole that is located slightly to the left of  by an 
amount approximately equal to .

14.7 Find the transfer function and a single-ended circuit implementation of the signal-flow-graph in Fig. P14.7. Find 
expressions for the pole- and zero-locations.

14.2.3 Section 14.3: Noise in Switched-Capacitor Circuits

14.8 A switched-capacitor circuit is to be designed with an SNR of 60 dB for input sinusoidal signals of 1 V peak-to-
peak. Find the required value of the switched capacitance.

14.9 Size a switched capacitor to provide an input-referred rms noise of less than 0.4 mV. Then, find the width of the 
switch transistors to provide a sampling time constant, , of 1 ns. Use the transistor parameters for the 

 technology in Table 1.5 and assume that the NMOS switches have a  of at least 300 mV.
14.10 Show that the input referred noise of a delay-free switched-capacitor branch is the same as that of the delayed 

switched-capacitor analyzed in Section 14.3.
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14.12.4 Section 14.4: First-Order Filters

14.11 Repeat  Example 14.3 but assume the discrete-time zero is at  and the pole remains at . Note 
that with this change,  is no longer required at the sacrifice of a nonzero gain being obtained at 50 kHz. What 
is the new gain at 50 kHz?

14.12 Find the capacitances needed for the first-order filter shown in Fig. 14.18(a) to realize a discrete-time transfer 
function having a dc gain of one, a zero at 0, and a 3-dB frequency of 1 kHz when a clock 
frequency of 50 kHz is used. Assume that . What is the gain (in dB) at 25 kHz?

14.13 Find the transfer function of the circuit shown in Fig. 14.19 when , , , and 
. What is the magnitude and phase of the gain at dc,  and ?

14.14 Find the discrete-time transfer function of the switched capacitor circuit shown in Fig. P14.14.

14.15 Draw the schematic of a fully-differential implementation of the switched capacitor circuit shown in Fig. P14.14 
where it is desired to realize a negative value for the capacitance .

14.12.5 Section 14.5: Biquad Filters

14.16 Show that when  in the biquad circuit of Fig. 14.24, if the poles are complex, they lie precisely on the 
unit circle (i.e., the circuit is a resonator).

14.17 Select the capacitor ratios, , in the biquad circuit of Fig. 14.24 so that the dc gain is unity, both poles lie at 
, and zeros lie at , resulting in a notch in the frequency response at . Assume a fully-dif-

ferential implementation so that negative capacitor ratios are possible.
14.18 Using the bilinear transform, find the transfer function in the z-domain of a discrete-time bandpass filter with a 

 (in the continuous-time domain) and a peak gain of one near . Find the largest to smallest 
capacitor ratio if this transfer function is realized using the high-Q biquad circuit, and compare it to that which 
would be obtained if the low-Q circuit were used instead. Let  in both cases.

14.12.6 Section 14.6: Charge Injection

14.19 Which of the clock signals in Fig. P14.14 should be advanced in order to reduce the effects of charge 
injection?
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14.20 The circuit of Fig. 14.29 with  and  is 
realized with the  technology in Table 1.5. Switches are NMOS 
devices with a gate voltage  and the schematic’s “ground” 
voltage located  above the opamp’s lower supply. Find the 
size of switches  required to ensure a dc offset of less than 5 mV due 
to charge injection. If all switches are the same size, and allowing 5 time 
constants for complete settling, what is the resulting settling time of switched 
capacitor ?

14.21 Repeat Problem 14.20, but this time size the switches to ensure a settling time of 40 ns. Find the resulting dc 
offset due to charge injection.

14.12.7 Section 14.7: Switched-Capacitor Gain Circuits

14.22 Sketch a typical output waveform for the capacitive-reset gain circuit of Fig. 14.34 if the opamp has an input off-
set of  and a gain of 10 is desired.

14.23 Consider the capacitive-reset gain circuit during each of the two clock phases depicted in Fig. 14.35. What is the 
feedback factor, , in each of those two configurations? Which clock phase will, therefore, result in the worst-
case phase margin for the feedback circuit?

14.12.8 Section 14.8: Correlated Double-Sampling Techniques and Section 14.9: 
Other Switched-Capacitor Circuits

14.24 Draw the circuit of Fig. 14.37 in each of its two clock phases with on switches replaced by short circuits and off 
switches replaced by open circuits. Repeat for the circuit of Fig. 14.38.

14.25 Verify that Eq. (14.114) gives the frequency of oscillation for the VCO of Fig. 14.43.

 Problems 14.20 and 
14.21 can be simu-
lated using an ideal 
opamp subcircuit.
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15

606

Data Converter 
Fundamentals

In this chapter, fundamental aspects of analog-to-digital (A/D) and digital-to-analog (D/A) converters are
presented without regard for their internal architecture or circuit design. In effect, converters are treated in this
chapter as black boxes such that only their input–output relationships are discussed. Internal architectures and
circuits techniques for realizing data converters are discussed in following chapters.

Before proceeding, it is useful to make the distinction between two main types of data converters.

Nyquist-Rate Converters We loosely define Nyquist-rate data converters
as those converters that generate a series of output values in which each value
has a one-to-one correspondence with a single input value. For example, a
Nyquist-rate D/A converter would generate a series of analog output levels,
where each level is a result of a single B-bit input word. However, it should
be noted that Nyquist-rate converters are seldom used at the Nyquist rate due
to the difficulty in realizing practical anti-aliasing and reconstruction filters.
In most cases, Nyquist rate converters operate at 1.5 to 10 times the Nyquist
rate (i.e., 3 to 20 times the input signal’s bandwidth).

Oversampling Converters Oversampling con verters are those converters that operate much faster than the
input signal’s Nyquist rate (typically 10 to 512 times faster) and increase the output’s signal-to-noise ratio (SNR)
by filtering out quantization noise that is not in the signal’s bandwidth. In A/D converters, this filtering is
performed digitally, whereas in D/A converters, analog filtering is used. Most often, oversampling converters use
noise shaping to place much of the quantization noise outside the input signal’s bandwidth (see Chapter 18).

This distinction is made here since much of the descriptions that follow refer more closely to Nyquist-rate
converters than to oversampling converters.

15.1 IDEAL D/A CONVERTER
Consider the block diagram of an -bit D/A converter shown in Fig. 15.1. Here,  is defined to be an -bit
digital signal (or word) such that 

(15.1)

where  equals 1 or 0 (i.e., bi is a binary digit). We also define  as the most significant bit (MSB) and  as the least
significant bit (LSB). Furthermore, we have assumed here that  represents a positive value, resulting in a unipolar
D/A converter. A unipolar D/A converter produces an output signal of only one polarity. In contrast, signed converters
produce output signals of either positive or negative polarity, depending on a sign bit (usually ). Extending the
following concepts to the signed case is straightforward but requires knowledge of the type of digital representation
used (i.e., sign magnitude, offset binary, or 2’s complement). Signed codes are discussed in Section 15.4.

Key Point:  In Nyquist-rate 
converters, there is a one-to-one 
correspondence between input and 
output values. Oversampling con-
verters increase SNR by operating 
much faster than the input signal’s 
Nyquist rate and filtering out 
quantization noise outside of the 
signal bandwidth.
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15.1 Ideal D/A Converter 607

The analog output signal, , is related to the digital signal, ,
through an analog reference signal, . For simplicity, we assume
that both  and  are voltage signals, although, in general, they
may be other physical quantities, such as current or charge. The rela-
tionship between these three signals for a unipolar D/A converter is
given by 

(15.2)

It is useful to define  to be the voltage change when one LSB changes, or, mathematically,

(15.3)

Also useful (particularly in measuring errors) is the definition of a new “unit,” namely, LSB units, which are in
fact unitless.

(15.4)

The transfer curve for an ideal 2-bit D/A converter is shown in Fig. 15.2.
Note here that, although only a finite number of analog values occur at the out-
put, for an ideal D/A converter, the output signals are well-defined values. Also
note that the maximum value of  is not  but rather , or
equivalently, . Finally, as we can see from (15.2), a multiplying D/A
converter is realized by simply allowing the reference signal, , to be a vary-
ing input signal along with the digital input, . Such an arrangement results in

 being proportional to the multiplication of the input signals,  and .

EXAMPLE 15.1

An 8-bit D/A converter has . What is the output voltage when ? Also, find .

D/ABin

Vref

Vout

Fig. 15.1 A block diagram representing
a D/A converter.
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Key Point:  Data converters 
translate between digital binary 
codes and analog voltages or 
currents. In an ideal converter, 
the binary codes correspond to 
analog signal quantities that 
are precisely equally spaced.
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Fig. 15.2 Input–output transfer curve for an ideal 2-bit D/A converter.
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Solution
We can find the decimal equivalent of  using (15.1)

(15.5)

Then, using (15.2), we find
(15.6)

and
(15.7)

15.2 IDEAL A/D CONVERTER
The block diagram representation for an A/D converter is
shown in Fig. 15.3, where  is the digital output word while

 and  are the analog input and reference signals, respec-
tively. Also, we define  to be the signal change correspond-
ing to a single LSB change as in the D/A case. 

For an A/D converter, the following equation relates these
signals,

where

(15.8)

Note that there is now a range of valid input values that
produce the same digital output word. This signal ambiguity
produces what is known as quantization error. Also, note that no
quantization error occurs in the case of a D/A converter since
the output signals are well defined.1

As in the D/A case, a transfer curve for an A/D converter
can be sketched as shown in Fig. 15.4 for a 2-bit converter. Note
that the transitions along the  axis are offset by ,
so that the midpoints of the staircase curve fall precisely on the
equivalent D/A transfer curve. Here, we define the transition
voltages at , where the subscript  indicates the upper 
value of the transition. For example,  is shown in Fig. 15.4 as
the voltage (normalized with respect to ) for the transition
from  to .

Finally, it should be noted that the relation shown in (15.8)
holds only if the input signal remains within 1 LSB of the two
last transition voltages. Specifically, for the 2-bit transfer curve

1. Of course, quantization errors will occur if a 6-bit D/A converter is used to convert a 10-bit digital signal, but in this case, the 
quantization error occurs in the conversion from a 10-bit digital signal to a 6-bit digital signal.
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Fig. 15.3 A block diagram representing
an A/D converter.
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15.3 Quantization Noise 609

shown in Fig. 15.4,  should remain less than  and greater than . Otherwise, the quantizer is
said to be overloaded since the magnitude of the quantization error would be larger than .

15.3 QUANTIZATION NOISE
As mentioned in Section 15.2, quantization errors occur even in ideal A/D converters. In this section, we model
these errors as being equivalent to an additive noise source and then find the power of this noise source. Consider
the setup shown in Fig. 15.5, where both -bit converters are ideal.

Since we have
(15.9)

we can rearrange this equation as
(15.10)

Although this rearrangement is trivial, it has important implications because (15.10) shows that the quantized
signal, , can be modelled as the input signal, , plus some additive quantization noise signal, . Note that
(15.10) is exact because no approximations have been made here. The quantization noise modelling becomes
approximate once some assumptions are made about the statistical properties of .

15.3.1 Deterministic Approach

To gain an understanding of some of the properties of the quantization noise
signal, , we will investigate its behavior when the input is a particular func-
tion. Specifically, let us assume the input signal, , in Fig. 15.5 is a ramp.
Such an input signal results in the output from the D/A, , appearing as a
staircase, as shown in Fig. 15.6, assuming no overloading occurs. Taking the
difference between these two signals gives us the noise signal, , which is a

Vin 7 8⁄  Vref 1 8⁄–  Vref

VLSB 2⁄

A/D D/A

B V1
Vin

VQ
– + Quantization

noise

Fig. 15.5 A circuit to investigate quantization noise behavior.

N

VQ V1 Vin–=

V1 Vin VQ+=

V1 Vin VQ

VQ

Key Point:  As long as it is not 
overloaded, the ideal quantizer 
introduces an additive quantiza-
tion noise less than 1/2 of an 
LSB in magnitude.

VQ

Vin

V1

Vin

V1

(Time)

VQ

1
2
---VLSB

1
2
---VLSB–

Tt

(Time)
t

Fig. 15.6 Applying a ramp signal to the circuit in Fig. 15.5.
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610 Chapter 15 • Data Converter Fundamentals

result of quantization error. Note that the quantization signal, , is limited to  and will be so limited for
all input signals (not just ramps). Clearly, the average of  is zero. However, the rms value of the noise signal,

, is given by

(15.11)

(15.12)

Thus, we see that the rms power of the quantization noise source is proportional to the size of , which is
determined by the number of bits, , in the converter.

15.3.2 Stochastic Approach

The preceding deterministic approach was presented as a simple example to see some properties of the quantiza-
tion noise signal. However, to deal with the more general input case, a stochastic approach is typically used. In a
stochastic approach, we assume that the input signal is varying rapidly such that the quantization error signal, ,
is a random variable uniformly distributed between . The probability density function for such an error
signal, , will be a constant value, as shown in Fig. 15.7.

The average value of the quantization error, , is found to be zero as follows:

(15.13)

In a similar fashion, the rms value of the quantization error is given by

(15.14)

which is the same result as (15.12), which is found using the deterministic ramp input signal. The fact that these
two results are identical should come as no surprise since randomly chosen samples from the sawtooth waveform
in the deterministic case would also have a uniformly distributed probability density function. In general, the rms
quantization noise power equals  when the quantization noise signal is uniformly distributed over the
interval .
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Fig. 15.7 Assumed probability density function for the quantization error, .VQ
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15.3 Quantization Noise 611

Recalling that the size of  is halved for each additional bit and assuming that  remains constant, we
see from (15.14) that the noise power decreases by 6 dB for each additional bit in the A/D converter. Thus, given
an input signal waveform, a formula can be derived giving the best possible signal-to-noise ratio (SNR) for a
given number of bits in an ideal A/D converter.

For example, assuming  is a sawtooth of height  (or equivalently, a random signal uniformly distributed
between 0 and ) and considering only the ac power of the signal, the signal-to-quantization noise ratio (SQNR)
is given by

(15.15)

This represents the best possible SNR achievable for a data converter with N-bits of resolution since only the
quantization noise of an ideal converter is considered. For example, a 10-bit A/D converter has a best possible
SNR of about 60 dB.

Alternatively, a more common SNR formula is to assume  is a sinusoidal waveform between 0 and .
Thus, the ac power of the sinusoidal wave is , which results in

(15.16)

In other words, a sinusoidal signal has 1.76 dB more ac power than a random signal uniformly distributed between
the same peak levels.

Note that (15.16) gives the best possible SNR for an -bit A/D con-
verter. However, the idealized SNR decreases from this best possible value
for reduced input signal levels. For example, Fig. 15.8 shows a plot of the
idealized SNR for a 10-bit A/D converter versus the sinusoidal input signal
amplitude. However, it should be noted that these SNR values could be
improved through the use of oversampling techniques if the input signal’s
bandwidth is lower than the Nyquist rate. Oversampling will be discussed in
detail in Chapter 18, where the design of oversampling converters is
presented.

EXAMPLE 15.2

A  sinusoidal signal is applied to an ideal 12-bit A/D converter for which . Find the SNR of
the digitized output signal.
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Key Point:  Quantization noise may 
be modeled as a random quantity 
uniformly distributed between –LSB/2 
and +LSB/2. For a sinusoidal input, 
this results in a maximum SNR of 
6.02N + 1.76 dB for an ideal N-bit 
converter.
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612 Chapter 15 • Data Converter Fundamentals

Solution
First, we use (15.16) to find the maximum SNR if a full-scale sinusoidal waveform of  were applied to the
input.

(15.17)

However, since the input is only a mV sinusoidal waveform that is  below full scale, the SNR of the
digitized output is

(15.18)

15.4 SIGNED CODES
In many applications, it is necessary to create a converter that operates with both positive and negative analog
signals, resulting in the need for both positive and negative digital representations. Typically, the analog signal is
bounded by , such that its full-scale range is the same magnitude as in the unipolar case. Some common
signed digital representations are sign magnitude, 1’s complement, offset binary, and 2’s complement, as shown in
Table 15.1 for the 4-bit case. Note from Table 15.1 that all positive number representations are the same except for
the offset-binary case, where the MSB is complemented.

Sign Magnitude
For negative numbers in the sign-magnitude case, all the bits are the same as for the positive number representa-
tion, except that the MSB is complemented. For example, the sign-magnitude representation for 5 is 0101,
whereas for –5 it is 1101. However, note that this approach results in two representations for the number 0, and
thus only  numbers are represented.
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Fig. 15.8 Idealized SNR versus  sinusoidal input signal  amplitude for a 10-bit A/D converter. The
0-dBFS input signal amplitude corresponds to a peak-to-peak voltage equaling “Full-Scale,” in this 
case V ref.

2.5 V±

SNRmax 6.02 12× 1.76+ 74 dB= =

100-± 28 dB

SNR 74 28– 46 dB= =

0.5Vref±

2N 1–

C15.fm  Page 612  Saturday, October 22, 2011  2:06 PM



15.4 Signed Codes 613

1’s Complement
In 1’s-complement representation, negative numbers are represented as the complement of all the bits for the
equivalent positive number. For example, here, 5 is once again 0101, whereas –5 is now 1010. It should be noted
that the 1’s-complement case also has two representations for 0, and thus only  numbers are represented. 

Offset Binary
The offset-binary representation is obtained by assigning 0000 to the most negative number and then counting up,
as in the unipolar case. In other words, this system can be thought of as simply a unipolar representation counting
from 0 to , but where the decimal numbers represented are offset by , or equivalently, the decimal counts
are from  to . For example, the offset-binary code for the number 5 in the 4-bit case is the same as the
unipolar code for the number 13, which is 1101, since . The offset-binary code for –5 is the same as
the unipolar code for 3, which is 0011. Note that the offset-binary code does not suffer from redundancy, and all
sixteen numbers are uniquely represented. Also, this code has the advantage that it is closely related to the unipo-
lar case through a simple offset.

Finally, the unipolar relationship for a D/A converter given in (15.2) is easily modified to the signed case,
with offset-binary representation as

(15.19)

Note here that the output signal is now bounded by .

2’s Complement
Finally, the 2’s-complement representation is obtained from the offset-binary number by simply complementing
the MSB. For the 4-bit example, 5 becomes 0101 in 2’s complement (the same as in sign magnitude and in 1’s
complement), whereas –5 is now 1011. It should be mentioned that the 2’s-complement code for negative numbers
can also be obtained by adding 1 LSB to the equivalent 1’s-complement code. 

Table 15.1 Some 4-bit signed digital representations.

Number
Normalized

number
Sign

magnitude
1’s

complement
Offset
binary

2’s
complement

+7 +7/8 0111 0111 1111 0111
+6 +6/8 0110 0110 1110 0110
+5 +5/8 0101 0101 1101 0101
+4 +4/8 0100 0100 1100 0100
+3 +3/8 0011 0011 1011 0011
+2 +2/8 0010 0010 1010 0010
+1 +1/8 0001 0001 1001 0001
+0 +0 0000 0000 1000 0000

(–0) (–0) (1000) (1111)
–1 –1/8 1001 1110 0111 1111
–2 –2/8 1010 1101 0110 1110
–3 –3/8 1011 1100 0101 1101
–4 –4/8 1100 1011 0100 1100
–5 –5/8 1101 1010 0011 1011
–6 –6/8 1110 1001 0010 1010
–7 –7/8 1111 1000 0001 1001
–8 –8/8 0000 1000

2N 1–

2N 2N 1–

2N 1–– 2N 1–

13 5 24 1–+=

Vout Vref b12
1– b22

2– … bN2 N–+ + +( ) 0.5Vref–=

0.5Vref±
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614 Chapter 15 • Data Converter Fundamentals

The main advantage of 2’s-complement coding is that addition of both positive and negative numbers is
performed using straightforward addition, and no extra hardware is required. Also, the subtraction of two
numbers, A – B, can be easily performed by complementing all the bits for  (i.e., forming the 1’s-complement
equivalent) and then adding this result to  at the same time as adding a single LSB in order to create the 2’s-
complement equivalent of . Adding a single LSB is easily accomplished in hardware by setting the carry-in
bit high in the overall adder. Thus, subtraction requires only a small amount of extra hardware. Finally, if many
numbers are being added using 2’s-complement codes, no overflow hardware is required as long as the final
result is within the digital code range (even if intermediate results go well out of range). For these reasons, 2’s-
complement codes are the most popular representation for signed numbers when arithmetic operations are to be
performed.

EXAMPLE 15.3

Show that, when adding , , and  together as 2’s-complement numbers, the final result is correct
although an intermediate result is incorrect.

Solution
The addition of  and  is given by

(15.20)
which corresponds to  (note that this temporary result is two steps past  when thinking of a 2’s-
complement code as being circular). Although this intermediate result is incorrect since overflow occurred, we
simply carry on and add  to find the final answer.

(15.21)
Thus, the final result of  is correct, although a temporary overflow occurred, as we just saw.

15.5 PERFORMANCE LIMITATIONS
In this section, some commonly used terms describing the performance of data converters are defined. Before
proceeding, definitions are required for determining the transfer responses of both D/A and A/D converters. The
transfer response of a D/A converter is defined to be the analog levels that occur for each of the digital input
words. Similarly, the transfer response of an A/D converter can be defined as the mid-points of the quantization
intervals for each of the digital output words. However, since transitions are easier to measure than midpoint val-
ues, A/D converter errors are often measured in terms of the analog transition point values, , and we use that
approach here.

15.5.1 Resolution

The resolution of a converter is defined to be the number of distinct analog levels corresponding to the different
digital words. Thus, an -bit resolution implies that the converter can resolve  distinct analog levels. Resolution
is not necessarily an indication of the accuracy of the converter, but instead it usually refers to the number of
digital input or output bits.

B
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15.5 Performance Limitations 615

15.5.2 Offset and Gain Error

In a D/A converter, the offset error, , is defined to be the output that occurs for the input code that should pro-
duce zero output, or mathematically,

(15.22)

where the offset error is in units of LSBs. Similarly, for an A/D converter, the offset error is defined as the devia-
tion of  from , or mathematically,

(15.23)

The gain error is defined to be the difference at the full-scale value between the ideal and actual curves when the
offset error has been reduced to zero. For a D/A converter, the gain error, , in units of LSBs, is given by

(15.24)

For an A/D converter, the equivalent gain error,  (in units of LSBs), is given by

(15.25)

Graphical illustrations of gain and offset errors are
shown in Fig. 15.9.

15.5.3 Accuracy and Linearity

The absolute accuracy of a converter is defined to be
the difference between the expected and actual transfer
responses. The absolute accuracy includes the offset,
gain, and linearity errors. 

The term relative accuracy is sometimes used and
is defined to be the accuracy after the offset and gain
errors have been removed. It is also referred to as the
maximum integral nonlinearity error (described shortly)
and we will refer to it as such.

Accuracy can be expressed as a percentage error of
full-scale value, as the effective number of bits, or as a
fraction of an LSB. For example, a 12-bit accuracy
implies that the converter’s error is less than the full-scale value divided by .

Note that a converter may have 12-bit resolution with only 10-bit accuracy, or 10-bit resolution with 12-bit
accuracy. An accuracy greater than the resolution means that the converter’s transfer response is very pr ecisely
controlled (better than the number of bits of resolution).
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Fig. 15.9 Illustrating offset and gain err ors for a
2-bit D/A converter.
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616 Chapter 15 • Data Converter Fundamentals

Integral Nonlinearity (INL) Error After both the offset and gain errors
have been removed, the integral nonlinearity (INL) error is defined to be the
deviation from a straight line. However, what straight line should be used? A
conservative measure of nonlinearity is to use the endpoints of the converter’s
transfer response to define the straight line. An alternative definition is to find
the best-fit straight line such that the maximum difference (or perhaps the
mean squared error) is minimized. These two definitions are illustrated in
Fig. 15.10. One should be aware that, in this book, we define INL values for

each digital word (and thus these values can be plotted for a single converter), whereas others sometimes define
the term “INL” as the maximum magnitude of the INL values (or equivalently, as the relative accuracy). Typically
INL is measured by slowly sweeping the converter input over its full-scale range; hence it is a measure of the
converter’s accuracy only at low input signal frequencies.

Differential Nonlinearity (DNL) Error In an ideal converter, each analog step size is
equal to 1 LSB. In other words, in a D/A converter, each output level is 1 LSB from
adjacent levels, whereas in an A/D, the transition values are precisely 1 LSB apart. Dif-
ferential nonlinearity (DNL) is defined as the variation in analog step sizes away from 1
LSB (typically, once gain and offset errors have been removed). Thus, an ideal converter
has its maximum differential nonlinearity of 0 for all digital values, whereas a converter
with a maximum differential nonlinearity of  has its step sizes varying from

 to . Once again, as in the INL case, we define DNL values for each dig-
ital word, whereas others sometimes refer to DNL as the maximum magnitude of the DNL values. Like INL, DNL is
a measure of dc or low-frequency accuracy. Hence, both are referred to as measures of static nonlinearities.

Monotonicity A monotonic D/A converter is one in which the output always increases as the input increases. In
other words, the slope of the D/A converter’s transfer response is of only one sign. If the maximum DNL error is
less than 1 LSB, then a D/A converter is guaranteed to be monotonic. However, many monotonic converters may
have a maximum DNL greater than 1 LSB. Similarly, a converter is guaranteed to be monotonic if the maximum
INL is less than .

Missing Codes Although monotonicity is appropriate for D/A converters, the equivalent term for A/D convert-
ers is missing codes. An A/D converter is guaranteed not to have any missing codes if the maximum DNL error is
less than 1 LSB or if the maximum INL error is less than 0.5 LSB.

Key Point:  Integral nonlinearity 
(INL) is a popular measure of 
accuracy that specifies the 
deviation of a converter’s input–
output relationship away from 
the ideal, or least-squares fit, 
linear relationship.

Fig. 15.10 Integral nonlinearity error in a 2-bit D/A converter.
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15.5 Performance Limitations 617

A/D Conversion Time and Sampling Rate In an A/D converter, the conversion time  is the time taken for
the converter to complete a single measurement including acquisition time of the input signal. On the other hand, the
maximum sampling rate is the speed at which samples can be continuously converted and is typically the inverse
of the conversion time. However, one should be aware that some converters have a large latency between the input
and the output due to pipelining or multiplexing, yet they still maintain a high sampling rate. For example, a pipe-
lined 12-bit A/D converter may have a conversion time of 2 ns (i.e., a sampling rate of 500 MHz) yet a latency
from input to output of 24 ns.

D/A Settling Time and Sampling Rate In a D/A converter, the settling time is defined as the time it takes for the
converter to settle to within some specified amount of the final value (usually ). The sampling rate  is
the rate at which samples can be continuously converted and is typically the inverse of the settling time.

Sampling-Time Uncertainty Both A/D and D/A converters have limited accuracy when their sampling
instances are ill defined. To quantify this sampling time uncertainty, also known as aperture jitter, for sinusoidal
waveforms, consider a full-scale signal, , applied to an -bit, signed, A/D converter with frequency .
Mathematically,

(15.26)

Since the rate of change (or slope) of  at the peak of a sinusoidal waveform is small, sampling time uncertainty
is less of a problem near the peak values. However, the maximum rate of change for this waveform occurs at the
zero crossing and can be found by differentiating  with respect to time and setting . At the zero crossing,
we find that

(15.27)

If  represents some sampling-time uncertainty, and if we want to keep  less than 1 , we see that

(15.28)

For example, an 8-bit converter sampling a full-scale 250-MHz sinusoi-
dal signal must keep its sampling-time uncertainty under 5 ps to maintain
8-bit accuracy. Also, the same 5-ps time accuracy is required for a 16-bit
converter operating on a full-scale, 1-MHz signal.

Dynamic Range In general terms, the dynamic range of a converter is the ratio of the maximum to minimum
signal amplitudes that it can meaningfully process. A popular metric quantifying dynamic range is the maximum
achievable signal-to-noise and distortion ratio ( ) specified as the ratio of the rms value of an input sinusoi-
dal signal to the rms output noise plus the distortion measured when that same sinusoid is present at the output. In
order to obtain the rms output noise plus distortion, the sinusoidal signal must first be eliminated from the mea-
sured output. In a D/A converter, the output sinusoid can be eliminated by using a spectrum analyzer and ignoring
the power at that particular frequency. For an A/D converter, a similar approach can be taken by using an FFT and
eliminating the fundamental of the output, or a least-mean-squared fit can be used to find the amplitude and phase
of a sinusoid at the input signal’s frequency and then subtracting the best-fit sinusoid from the output signal.
Dynamic range can also be expressed as an effective number of bits ( ) by computing the resolution of an ideal
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Key Point:  Uncertainty in the 
sampling times of a converter, 
called aperture jitter, can be a 
significant performance limitation 
at high input signal frequencies.
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618 Chapter 15 • Data Converter Fundamentals

converter whose SQNR presented in (15.16) is exactly the same as the SNDR of the converter under test. Specifi-
cally, assuming SNDR is measured with a single-tone sinusoidal input,

(15.29)

Substitution of a measured SNDR into (15.29) will generally result in a fractional number of bits (for example, a
converter may have 8.7 effective bits) which is perfectly fine since  is merely a performance metric relating a
converter’s performance to that of a fictitious ideal quantizer. Note that if measured properly, SNDR includes
quantization noise and it therefore can not exceed the SQNR in (15.16), so that  for any N-bit converter.

It should be noted that this approach often results in a dynamic range
measurement that is a function of the frequency of the sinusoidal input.
Hence, it is a more realistic way of measuring the performance of a con-
verter than extrapolating the nonlinearity performance found using dc
inputs. For example, if an 8-bit, 200-MHz, A/D converter has a band-
limited preamplifier or a slew-rate limited sample and hold, dc inputs may
show full 8-bit performance even at the maximum sample rate of 200
Msample/s. However, a high-frequency, sinusoidal input, at, say, 40 MHz,
will require the input stage to track a rapidly varying signal and may
result in only 6-bit performance. To capture this limitation, the efffective
resolution bandwidth  is specified as the bandwidth over which a con-
verter’s peak SNDR is within 3 dB of its best value, or equivalently the

bandwidth over which  is within 0.5 bits of its peak value.
Finally, it should be mentioned that the distortion level (or nonlinearity performance) of some converters

remains at a fixed level and is not a function of the input signal level. Thus, as the input signal level is decreased,
the signal-to-distortion ratio decreases. This behavior occurs because the distortion level is often determined by
component matching and thus is fixed once the converter is realized. However, in some converters, the distortion
level decreases as the input signal level is decreased, which is often a desirable property to have. For example,
most 1-bit oversampling converters have this desirable property since they do not rely on component matching and
their distortion level is often a result of weak nonlinear effects at the input stage.

EXAMPLE 15.4

Consider a 3-bit D/A converter in which , with the following measured voltage values:

1. Find the offset and gain errors in units of LSBs.
2. Find the INL (endpoint) and DNL errors (in units of LSBs).
3. Find the effective number of bits of absolute accuracy.
4. Find the effective number of bits of relative accuracy.

Solution
We first note that 1 LSB corresponds to . 

1. Since the offset voltage is 11 mV, and since 0.5 V corresponds to , we see that the offset error is
given by

(15.30)

Neff
SNDR 1.76 dB–

6.02
-------------------------------------------   bits=

Neff

Neff N<

Key Point:  The most common mea-
sure of accuracy at high input signal 
frequencies is dynamic range, often 
quantified by the maximum achiev-
able signal-to-noise and distortion 
ratio (SNDR). This may be expressed 
in dB, or as an effective number of 
bits. A converter’s effective resolu-
tion bandwidth specifies the band 
over which SNDR is within 3 dB of its 
highest value.

Neff

Vref 4 V=

0.011 : 0.507 : 1.002 : 1.501 : 1.996 : 2.495 : 2.996 : 3.491{ }

Vref 23⁄ 0.5 V=

1 LSB

Eoff D A⁄( )
0.011
0.5

------------- 0.022 LSB= =
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15.5 Performance Limitations 619

For the gain error, from (15.25) we have

(15.31)

2. For INL and DNL errors, we first need to remove both offset and gain errors in the measured D/A values.
The offset error is removed by subtracting 0.022 LSB off each value, whereas the gain error is eliminated
by subtracting off scaled values of the gain error. For example, the new value for 1.002 (scaled to 1 LSB)
is given by

(15.32)

Thus, the offset-free, gain-free, scaled values are given by

Since these results are in units of LSBs, we calculate the INL errors as the difference between these values
and the ideal values, giving us

INL errors: 
For DNL errors, we find the difference between adjacent offset-free, gain-free, scaled values to give

DNL errors: 
3. For absolute accuracy, we find the largest deviation between the measured values and ideal values, which,

in this case, occurs at 0 V and is . To relate this  value to effective bits,  should corre-
spond to  when . In other words, we have the relationship

(15.33)

which results in an absolute accuracy of  bits.
4. For relative accuracy, we use the INL errors found in part 2, whose maximum magnitude is 0.007 LSB, or

equivalently, . We relate this  value to effective bits in the same manner as in part 3, result-
ing in a relative accuracy of  bits.

EXAMPLE 15.5

A full-scale sinusoidal waveform is applied to a 12-bit A/D converter, and the output is digitally analyzed. If the
fundamental has a normalized power of  while the remaining power is , what is the effective number
of bits for the converter?

Solution
In this case, the signal-to-noise and distortion ratio is found to be

(15.34)

Egain D A⁄( )
3.491 0.011–

0.5
---------------------------------⎝ ⎠
⎛ ⎞ 23 1–( )– 0.04 LSB–= =

1.002
0.5

------------- 0.022–
2
7
---⎝ ⎠
⎛ ⎞ 0.04( )+ 1.993=

0.0 : 0.998 : 1.993 : 2.997 : 3.993 : 4.997 : 6.004 : 7.0{ }

0 : 0.002– : 0.007– : 0.003– : 0.007– : 0.003– : 0.004 : 0{ }

0.002– : 0.005– : 0.004 : 0.004– : 0.004 : 0.007 : 0.004–{ }

11 mV 11-mV 11 mV
1 LSB Vref 4 V=

4 V

2
Neff

--------- 11 mV=

Nabs 8.5=

3.5 mV 3.5-mV
Nrel 10.2=

1 W 0.5 μW

SNDR 10 1
0.5 10 6–×
-----------------------⎝ ⎠
⎛ ⎞log 63 dB= =
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620 Chapter 15 • Data Converter Fundamentals

Substituting this SNDR value into (15.29), we find

(15.35)

15.6 KEY POINTS
• In Nyquist-rate converters, there is a one-to-one correspondence between input and output values. Oversam-

pling converters increase SNR by operating much faster than the input signal’s Nyquist rate and filtering out
quantization noise outside of the signal bandwidth. [p. 606]

• Data converters translate between digital binary codes and analog voltages or currents. In an ideal converter, the
binary codes correspond to analog signal quantities that are precisely equally spaced. [p. 607]

• As long as it is not overloaded, the ideal quantizer introduces an additive quantization noise less than 1/2 of an
LSB in magnitude. [p. 609]

• Quantization noise may be modeled as a random quantity uniformly distributed between –LSB/2 and +LSB/2.
For a sinusoidal input, this results in a maximum SNR of 6.02N + 1.76 dB for an ideal N-bit converter. [p. 611]

• Integral nonlinearity (INL) is a popular measure of accuracy that specifies the deviation of a converter’s input–
output relationship away from the ideal, or least-squares fit, linear relationship. [p. 616]

• Both DNL and INL are measured at dc or very low input frequencies. They are therefore referred to as measures
of static nonlinearity. [p. 616]

• Uncertainty in the sampling times of a converter, called aperture jitter, can be a significant performance limita-
tion at high input signal frequencies. [p. 617]

• The most common measure of accuracy at high input signal frequencies is dynamic range, often quantified by
the maximum achievable signal-to-noise and distortion ratio (SNDR). This may be expressed in dB, or as an
effective number of bits. A converter’s effective resolution bandwidth specifies the band over which SNDR is
within 3 dB of its highest value. [p. 618]
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15.8 PROBLEMS

15.8.1 Section 15.1: Ideal D/A Converter

15.1 For an ideal 10-bit, unipolar D/A converter with , what is the largest output voltage?

15.8.2 Section 15.2: Ideal A/D Converter

15.2 What is the SNR for an ideal 12-bit unipolar A/D converter with , when a sinusoidal input of  is 
applied? What size input would result in an SNR of ?

Neff
63 1.76–

6.02
---------------------- 10.2 effective bits= =

VLSB 1 mV=

Vref 3 V= 1 Vpp

0 dB
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15.8.3 Section 15.3: Quantization Noise

15.3 An ideal quantizer is to cover the range from 0 to 1 V with less than  quantization noise power. How 
many bits of resolution does the converter require?

15.4 A quantizer has an LSB step size of  and 10 bits of resolution. What is the maximum SQNR it can achieve?
15.5 An ideal quantizer takes an  sinusoid without overloading and quantizes it with an LSB step size of 5 mV. 

What is the resulting SQNR?
15.6 An input signal arrives at a quantizer already corrupted with some noise and having a SNR of 35 dB. How many 

bits of resolution does the quantizer require to ensure that the quantization noise is at least 3 dB smaller than the 
input noise?

15.8.4 Section 15.4: Signed Codes

15.7 Find the equivalent of (15.19) for 2’s-complement coding.
15.8 Show that, by using 4-bit 2’s-complement words, the correct final sum is obtained when the numbers +5, +5, 

and –7 are added together while any overflow effects are ignored.
15.9 Starting with two 4-bit 2’s-complement words, we want to add +5 and +7 to obtain the correct answer of +12 

with a 5-bit word. Show how an extra bit can be added at the left of each of the 4-bit words such that numbers 
up to  can be represented. This approach is called sign extension and can be used to increase the word size 
of any number.

15.10 What is the representation of +8 and –8 in 5-bit 2’s complement? Assuming a circuit added only one of these two 
numbers to an arbitrary 5-bit word, show a simple logic circuit (i.e., nand, nor, xnor, etc.) that would accomplish 
such an addition. (Hint: Note that the 4 LSBs in +8 and –8 are all 0 and thus do not need to be added.)

15.8.5 Section 15.5: Performance Limitations

15.11 The following measurements are found from a 3-bit unipolar D/A converter with : (–0.01, 1.03, 2.02, 
2.96, 3.95, 5.02, 6.00, 7.08). In units of LSBs, find the offset error, gain error, maximum DNL, and maximum 
INL.

15.12 How many bits of absolute accuracy does the converter in Problem 15.11 have? How many bits of relative 
accuracy does it have?

15.13 A 10-bit A/D converter has a reference voltage, , tuned to 10.24 V at . Find the maximum allowable 
temperature coefficient in terms of  for the reference voltage if the reference voltage is allowed to 
cause a maximum error of  over the temperature range of  to .

15.14 Consider the following measured voltage values for a 2-bit D/A with a reference voltage of 4 V:

 

In units of LSB, find the offset error, gain error, worst absolute and relative accuracies, and worst differential 
nonlinearity. Restate the relative accuracy in terms of an -bit accuracy.

15.15 Find the maximum magnitude of quantization error for a 12-bit A/D converter having  equal to 5 V and 
 absolute accuracy.

10 μVrms

3 mV
0.8 Vpp

15±

Vref 8 V=

Vref 25 °C
μV( ) °C⁄

1 2⁄±( ) LSB 0 50 °C

00 0.01 V↔{ } 01 1.02 V↔{ } 10 1.97 V↔{ } 11 3.02 V↔{ }

N

Vref

0.5-LSB
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622 Chapter 15 • Data Converter Fundamentals

15.16 What sampling-time uncertainty can be tolerated for a 16-bit A/D converter operating on an input signal from 
0–20 ?

15.17 The SNDR of an A/D converter is measured while varying the input signal and the results are shown in 
Fig. P15.17. What is the effective resolution of this converter, , at low frequencies? What is its 
effective resolution bandwidth?

kHz

Neff
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623

Nyquist-Rate D/A 
Converters

In this chapter, a variety of methods are discussed for realizing integrated Nyquist-rate digital-to-analog converters
(DAC). Nyquist-rate D/A converters can be roughly categorized into four main types: decoder-based, binary-
weighted, thermometer-code, and hybrid. Oversampling D/A converters are discussed separately in Chapter 18 due
to their importance and because they are best described using many signal processing concepts.

16.1 DECODER-BASED CONVERTERS
Perhaps the most straightforward approach for realizing an -bit D/A con-
verter is to create  reference signals and pass the appropriate signal to the
output, depending on the digital input word. We refer to such D/A converters
as decoder-based converters.

16.1.1 Resistor-String Converters

One of the first integrated MOS 8-bit D/A converters was based on selecting one tap of a segmented resistor string
by a switch network [Hamadé, 1978].1 The switch network was connected in a tree-like decoder, as in the 3-bit
D/A converter shown in Fig. 16.1. Notice that there will be one, and only one, low-impedance path between the
resistor string and the input of the buffer, and that path is determined by the digital input word, . In a CMOS
implementation, transmission gates might be used rather than n-channel switches. However, when only n-channel
pass transistors are used, the transistor-tree decoder can be laid out quite compactly since no contacts are required
in the tree. Also, an n-channel-only approach is not much different in speed than a CMOS transmission-gate
implementation; a transmission-gate approach has extra drain and source capacitance to ground, but this extra
capacitance is offset by the reduced switch resistance, which is due to the parallel combination of p-channel and
n-channel transistors. In addition, a transmission-gate implementation can operate closer to the positive voltage supply.

With a resistor-string approach, if we assume the buffer’s offset voltage does not depend on its input voltage,
the D/A converter has guaranteed monotonicity since any tap on the resistor string must have a lower voltage than
its upper, neighbor tap. Also, the accuracy of this D/A depends on the matching precision of  in the resistor
string. Although this resistor-matching precision depends on the type of resistors used, the use of polysilicon
resistors can result in up to approximately 10 bits of accuracy.

The delay through the switch network is the major limitation on speed. However, in a multiplying D/A,
the delay through the resistor string would also be a major source of delay since  would become a second
input signal. A useful technique for estimating the settling-time behavior in RC type circuits (i.e., circuits that
have only real-axis poles) is the zero-value time-constant approach described in Section 4.2.4 [Sedra, 1991].

1. In fact, the resistor-string D/A was used to realize an A/D converter in the reference.

Key Point:  Decoder-based D/A 
converters operate by creating 
a set of analog reference levels 
and selecting one by turning on 
appropriate switches selected 
by an input digital code.

N
2N

Bin

R

Vref
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624 Chapter 16 • Nyquist-Rate D/A Converters

Specifically, the dominant high-frequency time constant is estimated as the sum of the individual time constants
due to each of the capacitances when all other capacitances are set to zero (i.e., replaced with open circuits). To
find the individual time constant for a given capacitance, independent voltage sources are replaced with ground
(independent current sources are opened), and the resistance seen by that capacitor is determined.

EXAMPLE 16.1

Show that an estimate of the time constant for a network of  resistors, each of size  in series, with capacitive load-
ing  at each node (see Fig. 16.2), is given by . How much settling time is required for the output
to settle to  percent of its final value?

Solution
The zero-value time-constant due to the first capacitor on the left is simply . The second capacitor from the left
has an individual time constant of  and so on. Thus, the dominant high-frequency time constant, , is esti-
mated as

The sum from  to  can be shown to be equal to  and, thus, for a large , the dominant time constant

Fig. 16.1 Resistor-string 3-bit D/A converter with a transmission-gate, tree-like decoder.
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16.1 Decoder-Based Converters 625

can be estimated by

Using this time constant to estimate the output voltage charging behavior, we have

Thus, for  to equal , we find that a time of about 7  is needed.

In a higher-speed implementation, logic can be used for the decoder, and a single bus is connected to a single
resistor-string node, as shown in Fig. 16.3. This approach takes more area for the decoder and also results in a
large capacitive loading on the single bus because the  transistors’ junctions are connected to the bus. However,
if the digital decoder is pipelined, the D/A can be moderately fast.

16.1.2 Folded Resistor-String Converters

To reduce the amount of digital decoding and large capacitive loading, a folded resistor-string D/A can be used,
as shown in Fig. 16.4 [Abrial, 1988]. This approach makes the decoding very similar to that for a digital mem-
ory, which reduces the total decoding area. To convert a digital input in this 4-bit example, the most significant
bits, , determine the single word line to be selected (all others will remain low). This operation connects
a block of four adjacent resistor nodes to the four-bit lines. One of these bit lines is then connected to the output
buffer by the bit-line decoder. Notice that the total number of transistor junctions on the output line is now 
because a set of transistors is connected directly to the output line and another set is connected to the chosen bit
line. Thus, for a 10-bit converter, this approach would have a capacitive load of 64 junctions, as opposed to
1,024 junctions when we use the digital-decoding approach shown in Fig. 16.3. Unfortunately, the increase in
speed is not equal to this large ratio since, when a word line goes high, all the bit lines must be pulled to new
voltage levels—not just the one bit line connected to the output buffer.

16.1.3 Multiple Resistor-String Converters

In this variation, a second tapped resistor string is connected between buffers whose inputs are two adjacent
nodes of the first resistor string, as shown in Fig. 16.5 [Holloway, 1984]. In the shown 6-bit example, the three

Fig. 16.2 Estimating the time constant for  resistors and capacitors in series.n
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626 Chapter 16 • Nyquist-Rate D/A Converters

MSBs determine which two adjacent nodes of the first resistor string are connected to the two intermediate
buffers. The second resistor string linearly interpolates between the two adjacent voltages from the first resistor
string. Finally, the output is determined by the lower LSBs where extra logic must take into account that some-
times the top intermediate buffer has the higher voltage, whereas at other times it has the lower voltage. This
approach requires only  resistors, making it suitable for higher-resolution, low-power applications.
This approach also has guaranteed monotonicity, assuming the opamps have matched, voltage-insensitive offset
voltages. However, the opamps must be fast and low noise, which can be achieved using a BiCMOS process.
Another point to note here is that, since the second resistor string is used to decode only the lower-order bits,
the matching requirements of the second resistor string are not nearly as severe as those for the first string.

EXAMPLE 16.2

Assume that the first resistor string of a 10-bit, multiple-R-string, D/A converter must match to  percent, and
that the first string realizes the top 4 bits. What is the matching requirement of the second resistor string, which
realizes the lower 6 bits?

Solution
Errors in the first resistor string correspond directly to errors in the overall D/A output. However, since the
second resistor string forms the lower LSB bits (6 bits, in this case), errors in the matching of these resistors

Fig. 16.3 Resistor-string 3-bit D/A converter with digital decoding.
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16.1 Decoder-Based Converters 627

cause an error only in the LSB portion of the output voltage. As a result, the second resistor string need
match only to

(16.1)

16.1.4 Signed Outputs

In applications where negative output voltages are required, the bottom of the resistor string can be connected to
. This requires a negative power supply, and the circuit needed to realize a dual power supply with exactly

matched voltages is nontrivial since any error in matching will result in an offset error. Many papers on D/A con-
verters assume that  is available but do not explain how it was obtained. If it is obtained off chip, the cost is
significantly higher. One possibility is to use a switched-capacitor gain amplifier, as shown in Fig. 16.6, where a
negative output can be realized by changing the clock phases of the input switches so an inverting amplifier is
realized [Martin, 1987]. Another possibility is to sense the center tap of the resistor string and adjust  to get
the center tap voltage equal to zero volts.

Fig. 16.4 A 4-bit folded resistor-string D/A converter.
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628 Chapter 16 • Nyquist-Rate D/A Converters

16.2 BINARY-SCALED CONVERTERS
The most popular approach for realizing at least some portion of D/A con-
verters is to combine an appropriate set of signals that are all related in a
binary fashion. This binary array of signals might be currents (in resistor
or current approaches), but binary-weighted arrays of charge are also
commonly used. In this section, resistor approaches are first discussed,
followed by charge redistribution and current mode. Monotonicity is not
guaranteed under such schemes since totally disparate sets of components
are used to translate neighboring digital code words into analog voltages
or currents, and large DNL is generally observed when large portions of

the binary-weighted array are switched on and off. For example, this mismatch effect is usually the largest in a
binary-array converter when the MSB is changed, resulting in the largest DNL at this location.

Fig. 16.5 Multiple R-string 6-bit D/A converter.

Vout

Vref

2 2N 2⁄×
Resistors

(all equal sizes)

Key Point:  Binary-scaled D/A 
converters combine binary-weighted 
circuit quantities (currents, resistors, 
capacitors, etc.) under digital 
control to realize an analog quantity. 
Such techniques are generally 
hardware-efficient, but can be 
subject to significant nonlinearities.
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16.2 Binary-Scaled Converters 629

16.2.1 Binary-Weighted Resistor Converters

Binary-weighted resistor converters are popular for a bipolar technology so that bipolar differential pairs can be
used for current switches. The basic architecture for a 4-bit converter is shown in Fig. 16.7.

If  is a 1, then the current to the ith resistor comes from the virtual ground of the opamp; otherwise, it comes
from ground. Therefore, we have

(16.2)

where

(16.3)

Fig. 16.6 Using an SC gain amplifier to realize a signed output from a unipolar (positive) 
D/A converter output: b1 high causes a negative output.
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Fig. 16.7 Binary-weighted 4-bit resistor D/A converter.
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630 Chapter 16 • Nyquist-Rate D/A Converters

Although this approach does not require many resistors or switches, it does have some disadvantages. The
resistor and current ratios are on the order of , which may be large, depending on . This large current ratio
requires that the switches also be scaled so that equal voltage drops appear across them for widely varying current
levels. Also, monotonicity is not guaranteed. Finally, this approach is prone to glitches for high-speed operation,
as discussed on page 633.

16.2.2 Reduced-Resistance-Ratio Ladders

To reduce the large resistor ratios in a binary-weighted array, signals in portions of the array can be scaled by intro-
ducing a series resistor, as shown in Fig. 16.8. Here, note that the voltage node, , is equal to one-fourth the
reference voltage, , as a result of inserting the series resistor of value . Also note that an additional  resis-
tor was added (to ground) such that resistance seen to the right of the  resistor equals . Straightforward analysis
shows that this converter has the same relationship to the binary digital signals as in the previous binary-weighted
case, but with one-fourth the resistance ratio. Note, however, the current ratio has remained unchanged. Finally,
note that, by repeating this procedure recursively to a binary-weighted ladder, one arrives at a structure commonly
referred to as an R-2R ladder, described next.

16.2.3 R-2R-Based Converters

A very popular architecture for D/A converters uses R-2R ladders. These ladders are useful for realizing binary-
weighted currents with a small number of components and with a resistance ratio of only 2, independent of the
number of bits, .

Consider the R-2R ladder network shown in Fig. 16.9. Analysis gives

(16.4)

2N N

Fig. 16.8 Reduced-resistance-ratio 4-bit D/A converter.

Vout

RF

4R2R4R2R

b1 b2 b3 b4

V– ref

3R

4R

VA
1
4
--- Vref–( )=

R

VA

Vref 3R 4R
3R R

N

R′4 2R=

R4 2R 2R|| R= =

R′3 R R4+ 2R= =

R3 2R R′3|| R= =

 

c16.fm  Page 630  Monday, October 24, 2011  3:55 PM
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and so on. Thus,  for all . This result gives the following current relationships:

 (16.5)

Also, the voltage at node 2 is one-half the voltage at node 1, giving

(16.6)

At node 3, the voltage divides in half once again, therefore

(16.7)

and so on.
Thus, the R-2R ladder can be used to obtain binary-weighted cur-

rents while using only a single-size resistor. (The resistors of size 2R
are made out of two resistors of size R, to improve matching proper-
ties.) As a result, this R-2R approach usually gives both a smaller size
and a better accuracy than a binary-sized approach.

A 4-bit D/A converter that uses an R-2R ladder is shown in
Fig. 16.10. For this -based circuit, we see that

(16.8)

and

(16.9)

However, as already mentioned, although the resistance ratio has been reduced, the current ratio through the
switches is still large, and thus the switch sizes are usually scaled in size to accommodate the widely varying cur-
rent levels. One approach to reduce this current ratio is shown in Fig. 16.11, where equal currents flow through all
the switches. However, this configuration is typically slower since the internal nodes of the R-2R ladder now
exhibit some voltage swings (as opposed to the configuration in Fig. 16.10 where internal nodes all remain at
fixed voltages).

Fig. 16.9 R-2R resistance ladder.
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Key Point:  R-2R ladder D/A converters 
produce binary-weighted currents 
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only 2:1 component ratios are needed, 
a significant savings for high-resolution 
converters.R-2R

Ir Vref 2R( )⁄=

Vout RF
biIr

2i 1–
---------

i 1=

N

∑ Vref
RF

R
------⎝ ⎠
⎛ ⎞ bi

2 i
----

i 1=

N

∑= =

c16.fm  Page 631  Monday, October 24, 2011  3:55 PM



632 Chapter 16 • Nyquist-Rate D/A Converters

16.2.4 Charge-Redistribution Switched-Capacitor Converters

The basic idea here is to simply replace the input capacitor of an
SC gain amplifier by a programmable capac itor array  (PCA) of
binary-weighted capacitors, as shown in Fig. 16.12. As in the SC
gain amplifier, the shown circuit is insensitive to opamp input-
offset voltage, 1/f noise, and finite-amplifier gain. Also, an addi-
tional sign bit can be realized by interchanging the clock phases
(shown in parentheses) for the input switches.

It should be mentioned here that, as in the SC gain amplifier, carefully generated clock waveforms are
required to minimize the voltage dependency of clock feed-through, and a deglitching capacitor should be used.
Also, the digital codes should be changed only when the input side of the capacitors are connected to ground, and
thus the switching time is dependent on the sign bit, which requires some extra digital complexity.

Fig. 16.10 4-bit R-2R based D/A converter.
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Fig. 16.11 R-2R ladder D/A converter with equal currents through the switches.
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Key Point:  Charge-redistribution switched-
capacitor D/A converters sample a fixed 
reference voltage onto a binary-weighted 
capacitor array whose effective capacitance 
is determined by the input digital code. The 
sampled charge is then applied to a 
switched-capacitor gain stage to produce 
the analog output voltage.
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16.2 Binary-Scaled Converters 633

16.2.5 Current-Mode Converters

Current-mode D/A converters are very similar to resistor-based converters, but are intended for higher-speed
applications. The basic idea is to switch currents to either the output or to ground, as shown in Fig. 16.13. Here,
the output current is converted to a voltage through the use of , and the upper portion of each current source
always remains at ground potential. Implementations of current-mode D/A converters are more fully discussed in
Section 16.3, where thermometer codes are introduced.

16.2.6 Glitches

Glitches are a major limitation during high-speed operation for converters that have digital logic, ,
directly related to switching signals. Glitches are mainly the result of different delays occurring when switching
different signals. For example, when the digital input code changes from 0111 . . . 1 to 1000 . . . 0, all of the 
LSBs turn off and the MSB turns on. However, it is possible that the currents due to the LSB switches will turn off
slightly before the MSB current, causing the current to temporarily fall to zero. Alternatively, if the LSB switches

Fig. 16.12 Binary-array charge-redistribution D/A converter.
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Fig. 16.13 Binary-weighted current-mode D/A converter.
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634 Chapter 16 • Nyquist-Rate D/A Converters

turn off slightly after the MSB current, the current will temporarily go to its maximum value. In either case, a
glitch occurs at the output unless these two delays are exactly matched, which is highly unlikely since the
branches have different currents. This glitch phenomenon is illustrated in Fig. 16.14.

The glitch disturbance can be reduced by limiting the bandwidth (by placing a capacitor across the resistor 
in Fig. 16.14), but this approach slows down the circuit. Another approach is to use a sample and hold on the out-
put signal. Finally, the most popular way to reduce glitches is to modify some or all of the digital word from a
binary code to a thermometer code, as discussed next.

16.3 THERMOMETER-CODE CONVERTERS
Another method for realizing a D/A converter is to digitally recode the
input value to a thermometer-code equivalent. A thermometer code dif-
fers from a binary one in that a thermometer code has  digital
inputs to represent  different digital values. Clearly, a thermometer
code is not a minimal representation since a binary code requires only

 digital inputs to represent  input values. However, as we will see,
a thermometer-based converter does have advantages over its binary
counterpart, such as low DNL errors, guaranteed monotonicity, and
reduced glitching noise.

Typically, in a thermometer-code representation, the number of 1s represents the decimal value. For example,
with a 3-bit binary input, the decimal value 4 is binary coded as 100 while its thermometer equivalent is 0001111.
The codes for the remaining values in this 3-bit example are shown in Table 16.1. 

One method to realize a D/A converter with the use of a thermometer-code input is to build  equal-sized
resistors and switches attached to the virtual ground of an opamp, as shown in Fig. 16.15. Note that monotonicity
is guaranteed here since, when the binary input changes to the next higher number, one more digital value in
the thermometer code goes high, causing additional current to be drawn out of the virtual ground and forces the
opamp output to go some amount higher (never lower). This is not necessarily the case for a binary-array D/A
converter since mismatches between elements may cause the output to go lower even though the digital input
value is increased.

Fig. 16.14 Glitches.  represents the MSB current, and  represents the sum of the  LSB 
currents. Here, the MSB current turns off slightly early, causing a glitch of zero current.
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Key Point:  Thermometer-code converters 
employ an array of 2N-1 unitary equally-
sized signal quantities. A digital thermome-
ter code selects the appropriate number of 
these unitary signal quantities, summing 
them to produce the analog output with 
guaranteed monotonicity and better static 
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16.3 Thermometer-Code Converters 635

Perhaps more importantly, a D/A converter based on a thermometer code greatly minimizes glitches, as
compared to binary-array approaches, since banks of resistors are never exchanged at slightly different times
when the output should change by only 1 LSB. It should also be mentioned here that latches can be used in the
binary-to-thermometer code conversion such that no glitches occur in the digital thermometer-code words and
pipelining can be also used to maintain a high throughput speed.

It is also of interest to note that the use of a thermometer code does not increase the size of the analog
circuitry compared to a binary-weighted approach. In a 3-bit binary-weighted approach, the resistor values of

, , and  are needed for a total resistance of . This total value is the same as for the 3-bit thermom-
eter-code approach shown in Fig. 16.15, and since resistors are created on an integrated circuit using area that
is proportional to their size, each approach requires the same area (ignoring interconnect). The same argument
can be used to show that the total area required by the transistor switches is the same since transistors are usu-
ally size-scaled in binary-weighted designs to account for the various current densities. All transistor switches in
a thermometer-code approach are of equal sizes since they all pass equal currents. Finally, it should be men-
tioned that a thermometer-code charge-redistribution D/A can also be realized, as shown in Fig. 16.16.

Table 16.1 Thermometer-code representations for 3-bit binary values.

Decimal

Binary Thermometer Code

0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0 0 1
2 0 1 0 0 0 0 0 0 1 1
3 0 1 1 0 0 0 0 1 1 1
4 1 0 0 0 0 0 1 1 1 1
5 1 0 1 0 0 1 1 1 1 1
6 1 1 0 0 1 1 1 1 1 1
7 1 1 1 1 1 1 1 1 1 1

b1 b2 b3 d1 d2 d3 d4 d5 d6 d7

Fig. 16.15 A 3-bit thermometer-based D/A converter.

R R R R R R R

d1 d2 d3 d4 d5 d6 d7

Rf

Vout

Vref–

b1 b2 b3

Binary-to-thermometer code conversion

d1 d2 d3 d4 d5 d6 d7

R 2R 4R 7R

c16.fm  Page 635  Monday, October 24, 2011  3:55 PM



636 Chapter 16 • Nyquist-Rate D/A Converters

16.3.1 Thermometer-Code Current-Mode D/A Converters

A thermometer-code-based current-mode D/A converter, shown in Fig. 16.17, has been the basis for a
variety of designs (see, for example, [Miki, 1986; Chi, 1986; and Letham, 1987]). Here, thermometer-code
decoders are used for both the row and column decoders, resulting in inherent monotonicity and good
DNL errors. Current is switched to the output when both row and column lines for a cell are high. Also, in
high-speed applications, the output feeds directly into an off-chip 50-Ω or 75-Ω resistor, rather than an
output opamp. Note that cascode current sources are used here to reduce current-source variation due to
voltage changes in the output signal, .

Note the need here for precisely timed edges of . If both logic levels are high simultaneously, 
is shorted to ground. If both logic levels are low at the same time, the drain of  is pulled low and the circuit

Fig. 16.16 Thermometer-code charge-redistribution D/A converter.
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16.3 Thermometer-Code Converters 637

takes longer to respond. To avoid the use of two logic driving levels, the gate of  should be connected to a dc
bias voltage, as described in the next approach.

16.3.2 Single-Supply Positive-Output Converters

The architecture for a fast single-supply positive-output D/A (often used in video RAMs, which are known as
RAMDACs) is shown in Fig. 16.18 [Colles, 1988]. Here, a matched feedback loop is used to set up accurate known
current-source biasing. (Note that the opamp input connections appear reversed but are correct due to signal inver-
sion by .) Also, to maintain accurate current matching that is independent of , one side of each differential
current-steering pair is connected to , rather than to the inversion of the bit signal. For example, when
the current is steered to the output through , the drain-source voltage across the current source, , remains
mostly constant if  stays near zero, such that  remains in the active region. Thus,  and  effectively form a
cascode current source when they drive current to the output.

To maximize speed in this converter, the voltage swing at the common connections of the current switches (for
example, , , and ) should be small. To keep this swing small, this common connection should be at a voltage
where the output transistors are just turned off when the current is steered to ground. It should also be noted that when

Fig. 16.17 Thermometer-code current-mode D/A converter.  and  form the current switch, 
whereas  and  implement a cascode current source.
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638 Chapter 16 • Nyquist-Rate D/A Converters

a switch is turning on or off, the switching feedthrough from the digital input connected to the grounding transistor
(for example, ) actually enhances the switching. Finally, note that this design does not use two logic driving
signals, , and can therefore be clocked at the maximum rate without the need for precisely timed edges.

16.3.3 Dynamically Matched Current Sources

The use of dynamic techniques with current switching is a method for realizing very well-matched current sources
(up to 16-bit accuracy) for audio-frequency D/A converters [Schouwenaars, 1988]. 

This approach was used to design a 16-bit audio-frequency D/A converter, where the 6 MSB were realized
using a thermometer code. Since the accuracy requirements are reduced for the remaining bits, a binary array was
used in their implementation. The basic idea for realizing 63 accurately matched current sources for the 6 MSBs is
illustrated in Fig. 16.19. Here, we want to set all the currents  to the same precise value, independent of transis-
tor mismatches and charge injection. To accomplish this high degree of matching, each current source  is peri-
odically calibrated with the use of a single reference current source, , through the use of the shift register. In
other words, once calibration is accomplished on , the same current source, , is used to set the next current
source, , to the same value as , and so on. Before proceeding to see how this calibration is accomplished, it is
worth mentioning that the values of  need not precisely equal  but do need to accurately match each other.
Therefore, any common errors in the calibration stage are not a problem. Also, note that 64 current sources are
calibrated, even though only 63 are required for the 6 MSB. This extra current source is needed so that the D/A
converter can continuously operate, even when one of the current sources is being calibrated.

The method for calibrating and using one of the current sources is shown in Fig. 16.20, for . During cali-
bration, the current source is connected to the reference current , while  is configured in a diode-connected
mode. This places whatever voltage is necessary across the parasitic  so that  equals . When  is opened,

 remains nearly equal to , assuming the drain-source voltage of  doesn’t change and the clock feedthrough
and charge injection of  are small. During regular system use, the gate voltage (and therefore current) is deter-
mined by the voltage stored on the parasitic capacitance, .

Fig. 16.18 A single-supply positive-output D/A converter.
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Fig. 16.19 Dynamically matching current sources for 6 MSB.
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640 Chapter 16 • Nyquist-Rate D/A Converters

A major limitation in matching the 64 current sources is due to the
differences in clock feedthrough and charge injection of the switches .
Since mismatches will always exist between different switches, the best
way to keep all current sources equal is to minimize the total amount of
clock feedthrough and charge injection. These nonideal effects can be
minimized by having the capacitance Cgs and bias voltage  large. (A
large  voltage implies that any voltage difference will cause a smaller
percentage current deviation.) To accomplish these requirements, the

current source  was added in parallel to , so that  needs only to source a current near . With such
an arrangement, a large, low-transconductance device can be used (a W/L = 1/8 might be used). 

Finally, each current source must be recalibrated before the leakage currents (on the order of 10 pA/μm2 of
junction area) on  cause the current source to deviate by . Fortunately, having a large  and  has
the added benefit of extending this calibration interval (every 1.7 ms in [Schouwenaars, 1988]).

Many other additional details are described in [Schouwenaars, 1988]. For example, during calibration, a
p-channel-input common-gate amplifier is added to the diode-connected loop. This is typically done in dynamic
switched-current circuits to control the drain-source voltage of  (i.e., to keep it constant independent of
the actual current and to keep it matched to its value during regular use) and to speed up the circuit by decreasing the
effect of parasitic capacitances on the large Iref bus. Also, dummy switches are connected to  to help minimize
clock feedthrough by partially cancelling the charge injected.

16.4 HYBRID CONVERTERS

Combining the techniques discussed in Sections 16.1–16.3 for realizing different por-
tions of a D/A converter results in hybrid designs. Hybrid designs are an extremely
popular approach for designing converters because they combine the advantages of
different approaches. For example, it is quite common to use a thermometer-code
approach for the top few MSBs while using a binary-scaled technique for the lower
LSBs. In this way, glitching is significantly reduced and accuracy is high for the MSB

where it is needed most. However, in the LSBs where glitching and accuracy requirements are much reduced,
valuable circuit area is saved with a binary-scaled approach. This section discusses some useful hybrid designs.

16.4.1 Resistor–Capacitor Hybrid Converters

It is possible to combine tapped resistor strings with switched-capacitor techniques in a number of different ways. In
one approach, an SC binary-weighted D/A converter has its capacitors connected to adjacent nodes of a resistor-
string D/A converter, as shown in Fig. 16.21 [Yang, 1989]. Here, the top 7 bits determine which pair of voltages
across a single resistor is passed on to the 8-bit capacitor array. For example, if the top 7 bits are 0000001, then
switches  and  would be closed, while the other  switches would remain open. The capacitor array then per-
forms an 8-bit interpolation between the pair of voltages by connecting the capacitors associated with a 1 to the
higher voltage and the capacitors associated with a 0 to the lower voltage. This approach gives guaranteed monoto-
nicity, assuming the capacitor array is accurate to only 8 bits. The converter in [Yang, 1989] has 15-bit monotonicity,
without trimming, and 100-kHz sampling frequencies for a very-low-power 10-mW realization.

16.4.2 Segmented Converters

The segmented D/A converter is a popular example of a hybrid converter [Schoeff, 1979; Grebene, 1984; Schouwenaars,
1988]. A 6-bit segmented D/A converter is shown in Fig. 16.22. In this approach, the two MSB currents are

Key Point:  Selecting and summing 
current signals can provide high-speed 
D/A conversion. Output-impedance 
enhancement techniques may be needed 
to ensure the currents remain constat 
with respect to variations in output 
voltage. Calibration may also be used 
to ensure matching.
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16.4 Hybrid Converters 641

obtained in one segment from three equal current sources using thermometer coding. High bits are switched to the
output, whereas low bits are switched to ground. As discussed in Section 16.3, the use of a thermometer code for
the MSB currents greatly minimizes glitches. For the four LSBs, one additional current source from the MSB seg-
ment is diverted where it is divided into binary-weighted currents, which are also switched to either ground or the
output. Although this four-LSB segment is not guaranteed to be monotonic, its accuracy requirements are very
relaxed, since it is used only for the LSBs.

Fig. 16.21 One example of a 15-bit resistor–capacitor hybrid D/A converter.
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16.5 KEY POINTS
• Decoder-based D/A converters operate by creating a set of analog reference levels and selecting one by turning

on appropriate switches selected by an input digital code. [p. 623]
• Binary-scaled D/A converters combine binary-weighted circuit quantities (currents, resistors, capacitors, etc.)

under digital control to realize an analog quantity. Such techniques are generally hardware-efficient, but can be
subject to significant nonlinearities. [p. 628]

• R-2R ladder D/A converters produce binary-weighted currents without the need for a complete array of binary-
weighted resistors. Instead, only 2:1 component ratios are needed, a significant savings for high-resolution con-
verters. [p. 631]

• Charge-redistribution switched-capacitor D/A converters sample a fixed reference voltage onto a binary-
weighted capacitor array whose effective capacitance is determined by the input digital code. The sampled
charge is then applied to a switched-capacitor gain stage to produce the analog output voltage. [p. 632]

• Thermometer-code converters employ an array of 2N – 1 unitary equally-sized signal quantities. A digital ther-
mometer code selects the appropriate number of these unitary signal quantities, summing them to produce the
analog output with guaranteed monotonicity and better static linearity than binary-weighted converters. [p. 634]

Fig. 16.22 A 6-bit segmented D/A converter.
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• Selecting and summing current signals can provide high-speed D/A conversion. Output-impedance enhance-
ment techniques may be needed to ensure the currents remain constat with respect to variations in output volt-
age. Calibration may also be used to ensure matching. [p. 640]

• A hybrid converter combines different D/A architectures to realize different portions of the converter design.
[p. 640]
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16.7 PROBLEMS

16.7.1 Section 16.1: Decoder-Based Converters

16.1 Derive an expression for the number of switches in a general N-bit resistor-string D/A converter similar to that 
shown in Fig. 16.1.

16.2 Assume that an 8-bit resistor-string D/A converter with digital decoding (see Fig. 16.3) has a total resistor-string 
resistance of , that its pass transistors have an on resistance of , and that the drain-source 
capacitances to ground of its pass transistors are . Ignoring all other effects and using the zero-value 
time-constant approach, estimate the worst-case settling time to 0.1 percent.

16.3 Derive an expression for the number of switches in an N-bit folded resistor-string D/A converter similar to that 
shown in Fig. 16.4 (Assume N is even).

400 Ω 400 Ω
0.1 pF
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644 Chapter 16 • Nyquist-Rate D/A Converters

16.4 Assume that the first resistor string of a 10-bit multiple-R-string D/A converter must match to  percent whereas 
the second string must match to  percent since the converters realize the top 4 bits and lower 6 bits, respec-
tively. For , how much offsets in the opamps can be tolerated?

16.7.2 Section 16.2: Binary-Scaled Converters

16.5 For a binary-weighted 10-bit resistor D/A converter (see Fig. 16.7), assume that  is chosen such that the output 
goes from 0 to . What is the resistor ratio between the largest and smallest resistors? What is the ratio 
between the currents through the switches for  and ?

16.6 It is desired to realize a binary-weighted 4-bit resistor D/A converter, as shown in Fig. 16.7, that must be linear to 
10 bits. Ignoring all other nonidealities except for resistance mismatch error, what percentage matching accuracy 
is required for each of the  resistors relative to the  resistor?

16.7 Consider an 8-bit D/A converter built using binary-weighted capacitors, where capacitor tolerances are  per-
cent. What would be the worst-case differential nonlinearity in units of LSBs, and at what transition does it occur?

16.8 Consider the reduced-resistance-ratio approach shown in Fig. 16.8, where a single series resistor is applied to an 
-bit converter, and where  is an even number. What is the improvement in the resistance ratio compared to 

using all binary-scaled resistances?
16.9 Draw the circuit for a reduced-resistance-ratio 8-bit D/A converter (see Fig. 16.8), where a resistor is inserted 

between  and . Ignoring , what is the resistance spread? Now draw a similar circuit, but add resistors 
between  and  as well as between  and . What is this circuit’s resistance spread?

16.10 Assuming all the switches in Fig. P16.10 are MOSFETS and are scaled so that each has  across the drain 
source when on (including , which always remains on), show that no accuracy is lost.

16.11 For the 4-bit R-2R-ladder D/A converter shown in Fig. P16.10, what is the output error (in LSBs) when 
? What is the output error when ?

16.12 Show that the D/A converter circuit shown in Fig. 16.11 operates correctly. Estimate the speed of this circuit if the 
opamp has infinite bandwidth, , and all nodes have a capacitance of  to ground.

16.13 Consider the D/A converter shown in Fig. 16.11, where ,  and . If this 
converter is perfectly linear but is found to have an offset error of  and a gain error of , find the 
output levels for the inputs  equal to 0000, 1000, and 1111.

0.1
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Vref 5 V=

RF

Vref VLSB–
b1 b10

b2 b4– b1

0.5±

N N

b4 b5 RF

b2 b3 b6 b7

100 mV
s4

Fig. P16.10

Vout

RF

b1 b2 b3 b4

2R 2R 2R 2R
2RRRR

Vref–

RA

RB
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RD

s4

RA 2.01RB= RC 2.01R=

R 10 kΩ= 0.5 pF
I 1 mA= Rf 2 kΩ= R 10 kΩ=

0.15LSB 0.2LSB
b1b2b3b4
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16.7 Problems 645

16.14 A 12-bit binary-weighted D/A converter produces a glitch voltage of 0.5 V when the MSB is changed. What is 
the glitch voltage reduced to if a thermometer-code approach is used for the top 4 bits, whereas binary-weighting 
is used for the remaining 8 bits?

16.7.3 Section 16.3: Thermometer-Code Converters

16.15 For the circuit in Fig. 16.17, sketch a typical waveform that would occur on the node connecting , , and  
when the code signals,  and , are nonoverlapping. Repeat this sketch if the code signals are overlapping. 
Assume the code signals have logic swings from 0 to –5 V and that the threshold voltage for the transistors 
equals 1 V.

16.16 For the circuit in Fig. 16.18, sketch a typical waveform that would occur on the node connecting , , and  
when the code signal, , goes low-to-high and high-to-low. Assume here that the code signal has a logic swing 
of 0 to 5 V, that the threshold voltage for the transistors equals –1 V, and that  is 1 V.

16.17 A D/A converter is realized using dynamically matched current sources, as shown in Fig. 16.20. Assuming all 
the transistors are ideal, find  for the  needed to set  when , , and 

 . If switch  causes a random charge injection voltage of , what is the expected per-
centage of random variation of the current being held on ?

16.18 Repeat Problem 16.17 if the design does not incorporate the  extra current source (i.e., if  must be the 
source for all of ).

16.7.4 Section 16.4: Hybrid Converters

16.19 What is the maximum peak-to-peak output swing of the D/A converter in Fig. 16.22 in terms of ?
16.20 What should the relative size  of the switches in Fig. 16.22 be in order to ensure they all carry the same 

current density?

Q1 Q2 Q3

di di

Q1 Q2 Q3

di

Vbias

W L⁄ Q1 VGS  3 V= Iref 50 μA= Vt 1 V=
μnCox = 92 μA V2⁄ S1 1 mV

Q1

0.9Iref Q1

Iref

Vref

W L⁄( )
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C H A P T E R

17

646

Nyquist-Rate A/D 
Converters

Architectures for realizing analog-to-digital (A/D) converters can be roughly divided into three categories
(Table 17.1)—low-to-medium speed, medium speed, and high speed. In this chapter, design details are discussed
for these different approaches except for oversampling converters. Oversampling converters are best described
using many signal processing concepts and are therefore discussed separately in Chapter 18.

Before proceeding, it should be noted that when discussing the design of A/D converters, we usually ignore
the  offset present in the A/D transfer characteristic. Such a simplification is made so as not to complicate
the concepts presented. Many of the converter architectures described make extensive use of switched capacitor
circuits and comparators; the reader is referred to those chapters for more detail on those circuits.

17.1 INTEGRATING CONVERTERS
Integrating A/D converters is a popular approach for realizing high-accuracy data conversion on very slow-
moving signals. These types of converters have very low offset and gain errors in addition to being highly linear.
A further advantage of integrating converters is the small amount of circuitry required in their implementation.
One application that has traditionally made use of integrating converters is measurement instruments such as
voltage or current meters.

A simplified diagram for a dual-slope integrating converter is shown in Fig. 17.1. Dual-slope refers to this
converter performing its conversion in two phases, (I) and (II), in the following manner (Fig. 17.2):

Phase (I) Phase (I) is a fixed time interval of length  determined by running the counter for  clock cycles.
Thus, we have

(17.1)

where  is the period for one clock cycle. During this interval, switch  is connected to  such that 
ramps up proportional to the magnitude of . Assuming  is initially equal to zero (due to a pulse on ), and

0.5 LSB

Table 17.1 Different A/D converter architectures.

Low-to-Medium Speed, 
High Accuracy

Medium Speed,
Medium Accuracy

High Speed,
Low-to-Medium Accuracy

Integrating Successive approximation Flash
Oversampling Algorithmic Two-step

Interpolating
Folding
Pipelined
Time-interleaved

T1 2N

T1 2NTclk=

Tclk S1 Vin– Vx

Vin Vx S2
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17.1 Integrating Converters 647

that  is constant, we have the following relationship for :

(17.2)

Thus, at the end of phase (I), the value of  is equal to .

Phase (II) Phase (II) occurs for a variable amount of time, , as shown in Fig. 17.2 for three different input volt-
ages. At the beginning of this phase, the counter is reset and switch  is connected to , resulting in a constant
slope for the decaying voltage at . To obtain the digital output value, the counter simply counts until  is less
than zero, at which point that count value equals the digitized value of the input signal, . Thus, assuming the
digital output count is normalized so that the largest count is unity, the counter output, , can be defined to be

(17.3)

Vin Vx

Vx t( ) Vin–( )
R1C1

--------------- dτ
0

t

∫–
Vin

R1C1

------------ t= =

Vx VinT1 R1C1⁄

T2

S1 Vref

Vx Vx

Vin

Bout

Fig. 17.1 Integrating (dual slope) A/D converter.

(Vin is held constant during conversion.)
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Fig. 17.2 Operation of the integrating converter for three different input voltages.
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648 Chapter 17 • Nyquist-Rate A/D Converters

and we have

(17.4)

To see why this count gives the correct value, we find the equation for  during phase (II) to be given by

(17.5)

Since  equals zero when , we can write

(17.6)

and thus  is related to  by the following relationship:

(17.7)

Combining (17.7) with (17.1) and (17.4), we find

(17.8)

as expected. 
From (17.8), we see that in a dual-slope conversion (i.e., two phases), the digital
output does not depend on the time constant, . In fact, the value of this
time constant need only be stable during a single conversion for proper opera-
tion. However,  and  should be chosen such that a reasonable large peak
value of  is obtained without clipping to reduce noise effects. It is also possi-
ble to perform a single-slope conversion where only one integration phase is
needed, however the integration time would then be a function of the time-con-
stant value, , and a gain error would most likely occur.

Although a dual-slope converter does not suffer from gain error, it can have
an offset error due to opamp offset and other factors. Such an offset error can be

calibrated out by going to a quad-slope conversion. In a quad-slope conversion, a dual-slope conversion is performed
twice: once with the input connected to ground (or other known dc quantity), and then with the input connected to the
signal to be converted, . A subtraction of the two output words causes the offset error to be reduced to zero.

The conversion speed for these types of converters is quite
slow. For example, in a dual-slope converter, the worst-case conver-
sion speed occurs when  equals . In this case, the number of
clock cycles to perform a conversion is . Thus for a 16-bit con-
verter with a clock frequency equal to 1 MHz, the worst-case con-
version rate is around .

Finally, it should be mentioned that by a careful choice for ,
certain frequency components superimposed on the input signal can be significantly attenuated. Note that this con-
verter effectively “integrates and dumps” the input signal. If we relax the assumption that  is constant in (17.2),
we see that before being converted  is actually integrated over a time window  in duration,

(17.9)

T2 2NBoutTclk b12
N 1– b22

N 2– … bN 1– 2 bN+ + + +( )Tclk= =

Vx

Vx t( ) Vref

R1C1

------------ dτ
T1

t

∫– Vx T1( )+=

Vref–

R1C1

------------ t T1–( ) VinT1

R1C1

-------------+=

Vx t T1 T2+=

0 Vref– T2

R1C1

------------------ VinT1

R1C1

-------------+=

T2 T1

T2 T1
Vin

Vref

--------⎝ ⎠
⎛ ⎞=

Bout b12 1– b22
2– … bN 1– 2 N 1–( )– bN2 N–+ + + + Vin

Vref

--------= =

Key Point:  Dual-slope 
integrating conversion 
proceeds first by integrating 
the input for a fixed time 
period, then applying a 
known input to the integrator 
and measuring the time 
required for the integrator 
output to return to zero.

R1C1

R1 C1

Vx

R1C1

Vin

Key Point:  Dual-slope conversion does 
not require accuracy in defining the 
integration time constant. Offset errors 
can be calibrated by performing an 
additional conversion using a known 
dc input quantity.
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Vin τ( )
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------------- τd
0

T1

∫
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17.1 Integrating Converters 649

which is equivalent to convolution by a rectangular time function. Since the Fourier transform of a rectangular pulse
is a “sin(x)/x” type response, we have an effective input filter with a transfer function,

(17.10)

Therefore, integrating converters have a low-pass response, with nulls at all integer
multiples of .

EXAMPLE 17.1

If the input signal, , is a dc level with power line noise of 60 Hz superimposed on it, choose  to filter out the
power line noise.

Solution
Write  as 

(17.11)

where  is the desired dc signal level and  is the interfering 60 Hz noise; or mathematically, 
(17.12)

where  and  are arbitrary magnitude and phase values. Now substituting this relationship for  into (17.2),
we have

(17.13)

However, the last term in (17.13) can be shown to equal zero when  is an integer multiple of 
(i.e., 16.67 ms). In this way, the peak value, , remains correct so that the conversion is performed without
error. Note that for this same value of , the harmonics of 60 Hz are also suppressed (i.e., 120 Hz, 180 Hz, 240
Hz, etc.). The converter’s frequency response is shown in Fig. 17.3 with . Note that full suppres-
sion is achieved at harmonics of 60 Hz, as expected.

In fact, other frequencies are also attenuated but not fully suppressed as are the harmonics of . Note the –20 dB/
decade slope in Fig. 17.3, so that higher frequencies are attenuated more.

EXAMPLE 17.2

It is desired to build a 16-bit two-slope integrating A/D such that a maximum input signal of 
results in the peak voltage of  being . In addition, input noise signals at  and harmonics should be
significantly attenuated. Find the required  time constant and clock rate. Also, find the attenuation of a
noise signal around  superimposed on the input signal.

Solution
Since  and harmonics are to be rejected, we choose

H f( ) πfT1( )sin
πfT1( )

------------------------=

Key Point:  Integrating 
converters inherently fil-
ter the input with a sin x/x 
frequency response.

f 1 T1⁄=

Vin T1

Vin

Vin Vin ideal( ) Vin 60 Hz( )+=

Vin ideal( ) Vin 60 Hz( )

Vin 60 Hz( ) A 120πt φ+( )sin=

A φ Vin

Vx T1( ) Vin–( )
R1C1

--------------- dτ
0

T1∫–
Vin ideal( )–( )
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-------------------------- dτ
0

T1∫–
Vin 60 Hz( )–( )
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--------------------------- dτ
0

T1∫–= =

T1 1 60 Hz( )⁄
Vx T1( )

T1

T1 1 60 Hz( )⁄=

1 T1⁄
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Vx 4V 50 Hz

RC
1 kHz

50 Hz
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650 Chapter 17 • Nyquist-Rate A/D Converters

(17.14)

Thus, for a 16-bit converter, we require a clock frequency of

(17.15)

To find the  time constant needed, we note that at the end of phase (I),  is given by

(17.16)

and using the values of , , and  results in

(17.17)

Finally, the attenuation of a  signal is infinite since it is a harmonic of . However, as seen
in (17.10), attenuation is reduced halfway between harmonics, so we find the gain for an input signal at

 to be

(17.18)

which implies the attenuation is .

17.2 SUCCESSIVE-APPROXIMATION CONVERTERS
Successive-approximation A/D converters are one of the most popular approaches for realizing A/D converters
due to their amazing versatility. They can provide reasonably quick conversion time, or they can be used for

Fig. 17.3 Magnitude response of the effective input filter for an integrating-type converter 
with .
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17.2 Successive-Approximation Converters 651

relatively high accuracy, and can operate with very low power in either case. Fundamentally, these benefits arise
because successive-approximation converters require only modest circuit complexity, in the simplest cases requir-
ing only a single comparator, a bank of capacitors with switches, and a small amount of digital control logic.

To understand the basic operation of successive-approximation converters, knowledge of the search algorithm
referred to as a “binary search” is helpful. As an example of a binary search, consider the game of guessing a ran-
dom number from 1 to 128 where one can ask only questions that have a “yes/no” response. The first question
might be, “Is the number greater than 64?” If the answer is yes, then the second question asks whether the number
is greater than 96. However, if the first answer is no, then the second question asks whether the number is greater
than 32. The third question divides the search space in two once again and the process is repeated until the random
number is determined. In general, a binary search divides the search space in two each time, and the desired data
can be found in  steps for a set of organized data of size .

Fig. 17.4 Flow graph for the successive-approximation approach.

Sample

Start

Stop

No

Yes

No

Yes

bi 1= bi 0=

Signed input

Vin VD/A>

Vin VD/A, 0 i, 1= =

VD/A VD/A Vref 2i 1+⁄+→ VD/A VD/A Vref 2i 1+⁄( )–→

i i 1+→

i N≥

N 2N
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652 Chapter 17 • Nyquist-Rate A/D Converters

Successive-approximation converters apply a binary search
algorithm to determine the closest digital word to match an input
signal. Specifically, in the first period, after possibly the reset
period, the MSB, , is determined. In the second period, the next
bit, , is determined, followed by  and so on until all  bits are
determined. Thus, in its most straightforward implementation, a
successive-approximation converter requires  clock cycles to
complete an -bit conversion. A flow graph for a signed conversion
using a successive-approximation approach is shown in Fig. 17.4.
Here, the signed output is in offset-binary coding and the input sig-
nal is assumed to be within . The flow graph for a unipolar
conversion is only slightly different and is left as an exercise for the

reader. The major drawback of successive-approximation converters is that, because their principle of operation is
an iterative search, they require multiple clock cycles for each input conversion. This limits their conversion fre-
quency to far below the circuit’s maximum clock frequency, particularly when high resolution is sought since
more iterations are required.

17.2.1 D/A-Based Successive Approximation

The block diagram for a unipolar successive-approximation A/D converter that uses a D/A converter is shown in
Fig. 17.5. The successive-approximation register (SAR) and control logic are entirely digital and perform the nec-
essary binary search. At the end of the conversion, the digital value in the SAR results in the voltage  being
within  of the input signal. With this type of architecture, the D/A converter typically determines the
accuracy and speed of the A/D converter. Note that a sample and hold is required at the input so that the value to
be converted does not change during the conversion time.

EXAMPLE 17.3

Consider the case where , , and a 3-bit conversion is performed. Find intermediate
D/A values and the final output.

Solution
In this case, .

Key Point:  Successive-approximation A/D 
converters are very versatile, capable of 
moderately high speed or accuracy with 
relatively low power. They are relatively 
simple circuits, in the simplest cases 
requiring only a single comparator, a bank 
of capacitors and switches, and a small 
digital logic circuit. Their biggest draw-
back is that they operate iteratively and 
therefore require many clock cycles to per-
form a single conversion.

b1

b2 b3 N

N
N

0.5 Vref±

Fig. 17.5 D/A converter-based successive-approximation converter.
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17.2 Successive-Approximation Converters 653

In cycle 1:  so that . Since ,  is set
to 0.

In cycle 2:  so that . Since ,  is set
to 1.

In cycle 3:  so that . Since ,  is set 
to 0.

Therefore, the resulting output is the last value of , which is 010. Although the final quantization error is
0.831 VLSB, it is greater than 0.5 VLSB because we have not accounted for the 0.5 LSB offset as discussed at the
beginning of this chapter. 

17.2.2 Charge-Redistribution A/D

The straightforward approach of using a separate D/A converter and setting it equal to the input voltage (within
one LSB) can be modified to the flow graph shown in Fig. 17.6. Here, the error signal  equals the difference
between the input signal, , and the D/A output, . As a result,  is always compared to ground, as seen at the
top of the flow graph, and the goal is to set this error difference within one LSB of zero.

One of the first switched-capacitor analog systems using this approach is a charge-redistribution MOS A/D
converter [McCreary, 1975]. With such a converter, the sample and hold, D/A converter, and the difference por-
tion of the comparator are all combined into a single circuit. The unipolar case is shown in Fig. 17.7 and operates
as follows:

1. Sample mode: In the first step, all the capacitors are charged to  while the comparator is being reset to
its threshold voltage through , In this step, note that the capacitor array is performing the sample-and-
hold operation.

2. Hold mode : Next, the comparator is taken out of reset by opening , and then all the capacitors are
switched to ground. This causes , which was originally zero, to change to , thereby holding the
input signal, , on the capacitor array. (This step is sometimes merged with the first bit time during bit
cycling.) Finally,  is switched so that  can be applied to the capacitor array during bit cycling.

3. Bit cycling: Next, the largest capacitor (i.e., the  capacitor in this example) is switched to . 
now goes to . If  is negative, then  is greater than , and the MSB capacitor is
left connected to . Also  is considered to be a 1. Otherwise, the MSB capacitor is reconnected to
ground and  is taken to be 0. This process is repeated  times, with a smaller capacitor being switched
each time, until the conversion is finished.

To get an exact division by two, note that an additional unit capacitor of
size  has been added so that the total capacitance is  rather than

. Also, the capacitor bottom plates should be connected to the 
side, not to the comparator side, to minimize the parasitic capacitance at
node . Although parasitic capacitance at  does not cause any conver-
sion errors with an ideal comparator, it does attenuate the voltage .

A signed A/D conversion can be realized by adding a  input. If  is
less than zero at the first step, then proceed as in the unipolar case using .
Otherwise, if  is greater than zero, use  and test for  greater than
zero when deciding whether to leave the capacitors connected to  or not
at each bit cycling.

Bout 100= VD A⁄ 0.5 V= Vin VD A⁄< b1

Bout 010= VD A⁄ 0.25 V= Vin VD A⁄> b2

Bout 011= VD A⁄ 0.375 V= Vin VD A⁄< b3

Bout

±

V
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Vin

s2

s2
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Vin

s1 Vref

16C Vref Vx

–Vin Vref 2⁄+( ) Vx Vin Vref 2⁄
Vref b1

b1 N

Key Point:  The accuracy of 
successive-approximation 
converters is often deter-
mined by that of the D/A 
converter. In the case of 
charge-redistribution convert-
ers, this role is played by a 
bank of comparators whose 
matching is important.
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EXAMPLE 17.4

Find intermediate node voltages at  during the operation of the 5-bit charge-redistribution converter shown in
Fig. 17.7 when  and  . Assume a parasitic capacitance of  exists on the node at .

Solution
First,  during sample mode. Next, during hold mode, all capacitors are switched and the charge on  is
shared between the  total converter capacitance and the parasitic  capacitance, resulting in

(17.19)

Fig. 17.6 Flow graph for a modified successive approximation (divided remainder).
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17.2 Successive-Approximation Converters 655

Fig. 17.7 A 5-bit unipolar charge-redistribution A/D converter.
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During the first bit cycling,  is switched, resulting in

(17.20)

Since this result is greater than zero, switch  is reversed back to ground and  returns to . Thus,
.

Next,  is switched, and we have

(17.21)

It is also greater than zero, so , and  is set back to  by switching  back to ground.
When  is next switched, we have

(17.22)

Since this result is less than zero, , and switch  is left connected to .
Next,  is switched, resulting in

(17.23)

which is also less than zero, so , and this switch is left connected to .
Finally,  is switched, resulting in

(17.24)

which is also less than zero, so .
Therefore, the output is given by  and voltage  is within a  of ground

( ).

The same structure as the unipolar case can be used to realize a signed A/D conversion while using only a sin-
gle  if a slightly modified switching arrangement is used. Referring to Fig. 17.8, and assuming  is between

, the conversion proceeds as follows:
1. Sample mode : In the first step, all the capacitors, except for the largest capacitor, are charged to 

while the comparator is being reset to its threshold voltage. For the signed case, the largest capacitor is
now connected to .

2. Hold mode: Next, the comparator is first taken out of reset, and then all the capacitors, except the largest
one, are switched to ground. This causes , which was originally zero, to change to . At the end
of this step, the sign of the input signal is determined by looking at the comparator output.

3. Bit cycling: Next, the largest capacitor (i.e., the  capacitor in this example) is switched to ground
if, and only if,  is larger than zero (i.e., when  is less than zero). Specifically, if  is less than
zero, then  is positive and  is set to 1, and conversion proceeds as in the unipolar case, starting
with , until conversion is completed. However, if  is larger than zero,  is set to 0, the largest
capacitor is switched to ground, causing  to become  (which is a negative value),
and conversion proceeds as in the unipolar case, starting with . Once conversion is completed, some
digital recoding may be required to obtain the desired output code.

This approach for realizing signed A/Ds has the disadvantage that  has been attenuated by a factor of two,
which makes noise more of a problem for high-resolution A/Ds. Also, any error in the MSB capacitor now causes
both an offset and a sign-dependent gain error. The latter causes integral nonlinearity errors.
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Fig. 17.8 A 5-bit signed charge-redistribution A/D converter. 
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17.2.3 Resistor–Capacitor Hybrid

A combination of the resistor-string and capacitor-array approaches in a hybrid A/D converter, similar to the
hybrid D/A converter [Fotouhi, 1979], is shown in Fig. 17.9.

The first step is to charge all the capacitors to  while the comparator is being reset. Next, a successive-
approximation conversion is performed to find the two adjacent resistor nodes that have voltages larger and smaller
than . One bus will be connected to one node while the other is connected to the other node. All of the capacitors
are connected to the bus having the lower voltage. A successive approximation using the capacitor-array network is
then done. Starting with the largest capacitor, a capacitor is switched to the adjacent resistor-string node having a
larger voltage. If the comparator output is a 1, it is switched back and  is a 0. Otherwise, the switch is left as is
and  is a 1. Since the resistor string is monotonic, this type of converter is guaranteed monotonic if the capacitor
array is monotonic.

17.2.4 Speed Estimate for Charge-Redistribution Converters

The major limitation on speed with charge redistribution converters is often due to the RC time constants of the
capacitor array and switches. To estimate this time, consider the simplified model of a capacitor array being reset,

Fig. 17.9 Resistor–capacitor hybrid A/D converter.
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17.2 Successive-Approximation Converters 659

as shown in Fig. 17.10. Here,  represent the switch-on resistances of the bit line,  and 
switches, respectively. Although this circuit is easily simulated using SPICE to find its settling time, it is useful to
have a rough estimate of the charging time to speed up the design process. As in Section 16.1, the zero-value time-
constant approach [Sedra, 1991] can be used to obtain an estimate of the high-frequency time constant by sum-
ming individual time constants due to each capacitor. For example, the individual time constant due to the
capacitance  equals . Following such an approach, the zero-value time constant for the cir-
cuit shown in Fig. 17.10 is equal to 

(17.25)

For better than  accuracy, we need

(17.26)

where  is the charging time. This equation can be simplified to
(17.27)

It has been observed that (17.27) gives results about 30 percent higher than those obtained by simulating the
actual RC network shown in Fig. 17.10. So while (17.27) can be used to roughly determine the maximum sam-
pling rate, the final design should be simulated using accurate transistor models. Finally, although this result is not
the same for all charge-redistribution A/D converters (for example, the size of the switches going to the larger
capacitors may be increased to reduce their on resistance), the basic approach can be modified for most charge-
redistribution A/D converters. 

17.2.5 Error Correction in Successive-Approximation Converters

With the best matching accuracy of on-chip elements being about 0.1 percent, one is limited to successive-
approximation converters having 10-bit accuracy specifications without some sort of calibration. One error-
correction technique that has been used to obtain 16-bit linear converters is shown in Fig. 17.11 [Lee, 1984]. In this
approach, the MSB array is realized using binary-weighted capacitors that determine, for example, the first 10 bits.

Fig. 17.10 Simplified model of a capacitor array during the sampling time.
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For a 16-bit converter, the final 6 bits are determined using an additional capacitor and a resistor string referred to as
a sub-dac. Although this combination of an MSB capacitor array and an LSB resistor string is not inherently
monotonic, it can be easily autocalibrated at start-up by adding a second resistor string referred to as a cal-dac.

Calibration is done by measuring the errors of each capacitor, starting with the largest capacitor, calculating
the correction terms required, and then storing the correction terms in a data register as . During a regular
successive approximation operation, whenever a particular capacitor is used, its error is cancelled by adding the
value stored in the data register to that stored in an accumulator register, which contains the sum of the correction
terms for all of the other capacitors currently connected to . No correction terms are measured for the resistor
sub-dac; its accuracy is not critical since it only determines the remaining LSBs.

The error terms are found starting with the MSB capacitor, . It is connected to ground and all of the other
capacitors are connected to  while the comparator is reset. Next, the comparator is taken out of reset mode, all
of the other capacitors are switched to ground, and  is switched to . Defining  to be the sum of all the
capacitors in the array, the ideal value of  is . However, in practice  varies from its ideal value, and
thus,  can be written as

(17.28)

where  is the capacitance error (either positive or negative). As a result, the simplified model shown in
Fig. 17.12(a) occurs after the switches are reversed. Here, the remaining capacitance equals  to
make the total capacitance correct. With the above switch operation,  would remain zero if  equals zero.
However, when  is not zero, the resulting voltage, , is twice the error voltage, defined as , that would be
introduced during a normal successive approximation when  alone is switched to . A digital representation

DVei

Vref

Fig. 17.11 A charge-redistribution A/D converter with error correction.
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17.2 Successive-Approximation Converters 661

of , defined as , is obtained by doing a successive approximation using the cal-dac shown in Fig. 17.11
and then dividing the resulting digital value by 2 to obtain DVe1. This digital correction term, , is stored in the
data register for use during regular conversion. 

To obtain the similar correction term for , defined as , the model in Fig. 17.12(b) is used. Here, the
switch procedure is to always leave the  switch grounded while the comparator is reset, the  switch is
grounded, and the remaining switches  are connected to . Next, the  and  switches are all
reversed (i.e.,  set to  and the others grounded). Note, however, that even if  equals zero, the measured
value of  will be equivalent to , since  is assumed to be part of . Therefore, the error voltage
that would be due only to  can be calculated by digitizing , as before, but then subtracting off  using
digital circuitry. Mathematically, 

(17.29)

A similar procedure is used for the other capacitors. Specifically,  is found by connecting all capacitors
smaller than  to , and connecting  and all larger capacitors to ground while the comparator is reset. Next,
the comparator is taken out of reset mode, all capacitors smaller than  are switched to ground,  is switched to

, and all capacitors larger than  are left connected to ground.  is then found using the cal-dac and suc-
cessive approximation.  is finally calculated using the formula

(17.30)

and stored in the ith word of the data register.
During a regular conversion, normal successive approximation is performed with the MSB capacitor array;

however, appropriate correction voltages are either added or subtracted using the cal-dac and  capacitor. The
proper correction voltage is determined through the use of a digital accumulator that stores the sum of all digital
errors of those MSB capacitors deemed to be a 1 (i.e., connected to ). In other words, when the i th bit is being
tested,  is added to the digital accumulator that is driving the cal-dac. If the th bit is determined to be a 0,
then the digital accumulator returns to its previous value; otherwise, it maintains its new accumulated value.
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Fig. 17.12 Equivalent models for determining capacitance errors. (a) During calibration for . 
(b) During calibration for .
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Finally, normal successive approximation is performed using the sub-dac to determine the final LSBs. With this
approach, a digital addition must be performed during each bit cycle, and a small amount of digital RAM is
required (10 bytes in the case of a 10-bit MSB array).

Finally, it should be mentioned that similar error correction techniques have also been described to account
for capacitor inaccuracies (for example, [Tan, 1990]).

17.2.6 Multi-Bit Successive-Approximation

The successive-approximation converters we have seen so far divide their search space into two on each clock cycle
by performing a single comparison. The search can be accelerated by performing multiple comparisons on each
clock cycle, and dividing the search space up into smaller regions. For example, if we are trying to guess the value
of a random number in the range 1 to 128, in addition to asking the question “Is the number greater than 64?,” imag-
ine that we can simultaneously ask “Is the number greater than 32?” and “Is the number greater than 96?,” With the
answers to all three of these questions, we can divide the search space into a quarter: We will know if the number is
in the range 1–32, 33–64, 65–96, or 97–128. Hence, we have effectively performed the first two iterations of a
binary search. In an analog circuit, this can be done by operating three comparators in parallel. The result is that we
require only one-half the number of clock cycles to perform an A/D conversion, hence potentially doubling the con-
verter’s sampling rate. However, note that doing so required three comparators (and likely three capacitor banks)
instead of only one. A flow graph depicting multi-bit successive-approximation is shown in Fig. 17.13. Naturally,
the approach can be extended to perform any number of bits per iteration, but in order to find  bits on each clock
cycle, the number of comparisons required  grows exponentially. Therefore, the number of bits is usually
restricted to at most a few.

17.3 ALGORITHMIC (OR CYCLIC) A/D CONVERTER
An algorithmic converter operates in much the same way as a succes-
sive-approximation converter. However, whereas a successive-approxi-
mation converter halves the reference voltage in each cycle, an
algorithmic converter doubles the error voltage while leaving the refer-
ence voltage unchanged. The flow graph for a signed algorithmic con-
version is shown in Fig. 17.14.

17.3.1 Ratio-Independent Algorithmic Converter

The block diagram for an algorithmic converter is shown in Fig. 17.15 [McCharles, 1977; Li, 1984]. This
converter requires a small amount of analog circuitry because it repeatedly uses the same circuitry to perform its
conversion cyclically in time.

One of the difficulties in realizing a high-precision algorithmic converter is building an accurate multiply-
by-two gain amp. Fortunately, it is possible to realize the gain amp so that it does not rely on any capacitor
matching if four clock cycles are taken for the multiply-by-two operation. The operation of the multiply-by-two
gain amp is shown in Fig. 17.16. Although this gain-amp circuitry is shown using single-ended circuits for
simplicity, fully differential circuits are normally used.

The basic idea of this gain amp is to sample the input signal twice using the same capacitor. During the
second sampling, the charge from the first capacitor is stored on a second capacitor whose size is unimportant.
After the second sampling, both charges are recombined into the first capacitor which is then connected between
the opamp input and output.

L
2L 1–

Key Point:  Algorithmic converters are 
similar to successive-approximation 
converters, except that instead of an 
accurate D/A converter or capacitor 
bank, these converters require an accu-
rate gain of two in order to perform the 
iterative search for a digital code that 
represents the analog input.
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EXAMPLE 17.5

Consider the multiply-by-two gain circuitry shown in Fig. 17.16. Assuming the opamp has an input offset desig-
nated as , find the values of , and  at the end of each of the phases shown.

Solution
During phase one, the opamp output, , is connected to the negative opamp input, resulting in

(17.31)

and the voltages across the two capacitors are

(17.32)

(17.33)

Fig. 17.13 Flow graph for a 2-bit per iteration successive approximation.
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At the end of phase two, we have

(17.34)

implying that its charge change was

(17.35)

All this charge is placed on , resulting in

(17.36)

and .
At the end of phase three,  remains unchanged since one side of it has been opened. Also, 

and  as in phase one.

Fig. 17.14 Flow graph for the algorithmic and pipelined converter approach.
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Finally, at the end of phase four,  is discharged to the same value it had in phase 1, resulting in 
and its change in charge being

(17.37)

All of this charge is placed back on , resulting in 

(17.38)

and the output voltage being the desired result of . Note that this final result is independent of the
sizes of , , and the offset value, .

17.4 PIPELINED A/D CONVERTERS
Pipelined converters, like successive-approximation and algorithmic
converters, perform an iterative search for a digital code that accurately
reflects the analog input signal. However, rather than perform the itera-
tions with a single analog circuit, pipelined converters have a separate
analog stage dedicated to performing each iteration. Signal flow in a
pipelined converter is diagrammed in Fig. 17.17. All of the analog stages
operate on every clock cycle, each operating on a different input sample.
Since  iterations are performed simultaneously, the pipelined converter
operates -times faster than algorithmic converters and is capable of
outputting one conversion on every clock cycle. Therefore, pipelined
converters are generally applied when higher speed is desired than is achievable with algorithmic converters.
Although  input samples are being processed in parallel,  clock cycles are required for each input sample to
proceed through the entire pipeline. Hence, there is a latency of  clock cycles through pipelined converters, just
as in algorithmic and successive approximation converters.

Fig. 17.15 Algorithmic converter.
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Fig. 17 .16 Multiply-by-two g ain circuitry for an algo rithmic converter that does not  depend on
capacitor matching.
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17.4.1 One-Bit-Per-Stage Pipelined Converter

The operations performed in each stage of a one-bit-per-stage pipelined converter are the same as those for the
algorithmic converter shown in Fig. 17.14. Each stage accepts an input from the previous stage, compares it to a
reference threshold, and uses a multiplying D/A converter (MDAC) to form a residue signal as follows:

(17.39)

The block diagram of a single stage is in Fig. 17.18. It’s functionality is very similar to that of the algorithmic con-
verter in Fig. 17.15 except rather than returning the resulting Since a single comparison is performed in each
stage, each finds a single bit of the result, . However, since each stage is operating on a different input sample,
these digital bits must be realigned using shift registers of varying lengths, as shown in Fig. 17.19. The result of
the conversion may be interpreted as a -bit quantized estimate of the original input sample within the range

,

(17.40)

Finally, note that the final residue signal  is not used by any subsequent stage so there is no need to generate
it. Hence the final MDAC may be omitted and the last stage is simply a 1-bit A/D converter (comparator)
generating .

Fig. 17.17 The signal flow in a pipelined A/D converter.
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EXAMPLE 17.6

Consider the operation of a 3-bit, one-bit-per-stage pipelined converter with . Find all of the residue
voltages, , and the final output digital code for a sampled input voltage of .

Solution
The input signal is given, . The comparator in the first pipelined stage will output a positive
result, . It will, therefore, subtract  from its input and multiply the result by two.

Since , in the next clock cycle the comparator of the second pipelined stage will produce a logic low result,
, causing  to be added for the next residue.

Finally, the third stage will output a high logic level resulting in a final output code of  equivalent to
a quantized input of .

Fig. 17.19 A one-bit-per-stage pipelined A/D converter [Martin, 1981].
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A problem with the one-bit-per-stage pipelined architecture is that any comparator offset results in irreparable
errors. In order for a one bit per stage pipelined converter to have 10-mV resolution, the first stage comparator
must have better than 10-mV accuracy, the second stage accuracy must be better than 20 mV, the third stage better
than 40 mV, and so on. The accuracy requirements diminish as one proceeds along the pipeline since later stages
are acting on amplified residue signals, so their impact on the converter’s overall accuracy is divided by all of the
preceding gain stages when input-referred. Nevertheless, the limitations imposed by comparator offsets mean that
the one bit per stage pipeline architecture is rarely used.

EXAMPLE 17.7

Repeat Example 17.6, but this time assume that the comparator in the second stage has an offset of 30 mV.

Solution
As in Example 17.6, the comparator in the first pipelined stage will output a positive result, , resulting in

. This time, however, the second stage comparator offset will cause the second pipelined stage to
produce a logic high result, , causing  to be subtracted for the next residue.

This residue is outside the range  and therefore results in an excess error in the converter’s final result.
The final stage will output a logic low resulting in the output code:  or , a less accu-
rate result than the output produced without offset in Example 17.6.

17.4.2 1.5 Bit Per Stage Pipelined Converter

Adding a second comparator to each stage of a pipelined converter results in the 1.5-bit1 stage architecture shown
in Fig. 17.20 [Lewis, 1992]. Each stage effectively performs a 3-level quantization of its input,

(17.41)

This estimate is then subtracted from the input and scaled by  to form the residue . Equation (17.41)
shows that both  and  contribute  to the residue and therefore they are weighted equally in deter-
mining the converter’s digital output. The final stage of is typically a simple two-bit A/D, since no residue is
needed. Assuming the final stage has a two-bit output whose MSB and LSB are  and  respectively,
the final quantized signal is

(17.42)

The output bits of all stages are converted into the final output code by addition with the proper binary weighting,
as in (17.42). Of course, prior to addition, the outputs of all stages must be delayed by varying length shift regis-
ters to realign the bits in time, as shown in Fig. 17.21.

1. Strictly speaking, because each stage produces one of three digital output codes (00, 01, or 11), they are actually log2(3) = 1.585-bit 
stages, but in practice they are always referred to simply as 1.5-bit stages.
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Although the 1.5 bit per stage architecture entails some digital decoding logic,
its redundancy makes the converter robust to comparator offsets. The impact of ran-
dom comparator offsets  on the pipeline stage’s input–output relationship is
shown in Fig. 17.20(b). Intuitively the offsets will, for some input levels, introduce
an error of  into  which is reflected in the values of  and . They
also result in an error of  in , which is captured by the output bits of
subsequent stages in the pipeline. When all bits are combined by the decoder (17.42)
the errors cancel, as long as  so that the residue remains within the
range . This argument is inductive; comparator offsets in all 1.5 bit stages are cancelled by subsequent
stages. Only offsets in the final stage are left uncanceled. Fortunately, such offsets influence only the converter’s 2
LSBs, and are therefore rarely a significant limitation in the design of pipelined converters.

Errors introduced in the MDAC generally limit the performance of
pipelined converters. For example, mismatch resulting in errors the DAC
voltages , inaccuracy in the  gain, and thermal noise in the MDAC
appear in the residue  but not the comparator outputs  and , and are
therefore not cancelled. The impact of such errors is greatest at the start of the
pipeline, in stage 1 where they influence the converter’s most significant bits.
Therefore, the first stage is normally designed to be the larger and consume more
power than subsequent stages in order to minimize its mismatch and noise.

Fig. 17.20 A 1.5-bit pipelined converter stage that accepts inputs in the range . 
(a) The ideal input–output relationship. (b) The input–output relationship in the presence of 
comparator offset.
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EXAMPLE 17.8

Consider the operation of a 3-bit, 1.5-bit-per-stage pipelined converter. Take  and .
Find the residue voltage, , the digital codes at the outputs of each stage, and the final digital output after decod-
ing. Then, repeat the exercise assuming the upper comparator of stage 1 has an offset of 30 mV.

Solution
In the absence of comparator offset, the digital outputs of stage 1 will be  and  and the DAC
output is  and a residue of

This is input to the final stage, a 2-bit A/D having a full-scale range of . Its binary output is
. Hence, the digital code at the output of the decoder is computed as follows:

Fig. 17.21 A 1.5-bit-per-stage pipelined A/D converter.
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Next, consider what happens if the upper comparator of the first stage has a 30-mV offset, sufficient to cause
a error in its output: . As a result,  and the residue becomes

The binary output of the final-stage 2-bit A/D therefore becomes . The following addition is performed by
the decoder:

The error in the first stage is captured by the following stage resulting in the same decoder output as in the
ideal case.

17.4.3 Pipelined Converter Circuits

The most common implementation of the 1.5 bit stage is shown in Fig. 17.22
[Sutarja, 1988], although fully-differential implementations are used in most
high-performance applications. In the first clock phase, the input  is sampled
on the total capacitance , Fig. 17.22(a). Then in the second clock phase,
Fig. 17.22(b), one-half of the total capacitance is switched to become the feed-
back capacitance. Reusing the sampling capacitance in this way realizes a gain of
2 with a feedback factor of  in Fig. 17.22(b). In a conventional
switched-capacitor gain stage, a separate feedback capacitance  is used in addi-
tion to the  input sampling capacitance resulting in the lower feedback factor

 and, hence, lower closed-loop bandwidth and a lower maximum clock
frequency.

The other one-half of the sampling capacitance is split into two  capacitors and reused as a charge
redistribution D/A converter during the second clock phase, Fig. 17.22(b). The 1.5-bit code  serves as the
digital input to the D/A and introduces a net change of  or 0 at the output, .

b1 1, 0= V1 x, 0=
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b2 1, b2 0, : 11
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Key Point:  Switching part of 
the sampling capacitor into 
the feedback network 
provides the interstage gain 
with a higher feedback factor, 
and hence higher bandwidth, 
than a conventional 
switched-capacitor gain 
circuit.
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17.5 Flash Converters 673

17.4.4 Generalized k-Bit-Per-Stage Pipelined Converters

More than one bit can be resolved per stage by increasing the interstage gain and number of comparators per stage.
The signal flow is similar to that illustrated in Fig. 17.13 for a 2-bit per iteration successive approximation
converter. A generalized k-bit stage is shown in Fig. 17.23. Nonlinearities in the k-bit sub-A/D converter can
be digitally corrected by adding additional comparators, similar to the 1.5 bit per stage architecture [Lewis,
1992]. The advantages of the k-bit-per-stage architecture are that fewer stages are needed, which can reduce
area and/or power consumption compared with the 1.5 bit per stage. Also, for a given resolution, there are
fewer stages for the input signal to traverse through the pipeline, so there are fewer clock cycles of latency in
each conversion.

The circuit shown in Fig. 17.22 can be modified to accommodate k bits per
stage with  by dividing the input sampling capacitor into smaller unit-
sized devices. The required interstage gain is greater than 2, so a smaller frac-
tion of the sampling capacitance is switched into the feedback network in the
second clock phase. Hence, the feedback factor  is reduced and closed loop
bandwidth is decreased compared with the 1.5-bit stage (assuming the same
opamp is used).

The major limitations on converter accuracy remains the accuracy of the inter-
stage gain, linearity of the sub-D/A converter, and noise in the MDAC circuit.
Again, accuracy requirements are most stringent in the first stage where errors influence the most significant bits.

17.5 FLASH CONVERTERS
Flash converters are the standard approach for realizing very-high-speed
converters. The input signal in a flash converter is fed to  comparators in
parallel, as shown in Fig. 17.24. Each comparator is also connected to a
different node of a resistor string. Any comparator connected to a resistor
string node where  is larger than  will have a 1 output while those
connected to nodes with  less than  will have 0 outputs. Such an out-
put code word is commonly referred to as a thermometer code since it looks
quite similar to the mercury bar in a thermometer. Note that the top and
bottom resistors in the resistor string have been chosen to create a 
offset in an A/D converter.

Fig. 17.23 A general k-bit stage in a pipelined A/D converter.
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674 Chapter 17 • Nyquist-Rate A/D Converters

The NAND gate that has a 0 input connected to its inverting input and a 1 input connected to its noninverting
input detects the transition of the comparator outputs from 1s to 0s, and will have a 0 output. All other NAND-gate
outputs will be 1, resulting in simpler encoding. It also allows for error detection by checking for more than one 0 out-
put, which occurs during a bubble error (see the next subsection) and, perhaps, error correction.

Flash A/Ds are fast but the number of comparators grows exponentially with the resolution , so they typically
take up a large area and are very power hungry, even for modest —especially when they are clocked fast. One way to
realize a small clocked CMOS comparator is by using a CMOS inverter, as shown in Fig. 17.25 [Dingwall, 1979].

When  is high, the inverter is set to its bistable operating point, where its input voltage equals its output
voltage (i.e., its threshold voltage). Normally with an odd number of inverters, a ring oscillator is formed; how-
ever, in the case of a single CMOS inverter, the inverter operates as a single stage opamp with only one pole (no
nondominant poles), so stability is guaranteed. With this inverter set to its threshold voltage, the other side of  is
charged to . When  goes low, the inverter is free to fall either high or low depending on its input voltage. At
the same time, the other side of  is pulled to the input voltage, . Since the inverter side of the capacitor is
floating,  must keep its original charge, and therefore the inverter’s input will change by the voltage difference
between  and . Since the inverter’s input was at its bistable point, the difference between  and  will
determine which direction the inverter’s output will fall. However, it should be mentioned that this simple
comparator suffers from poor power supply rejection, which is often a critical design specification in fast
converters. Using fully differential inverters helps alleviate this shortcoming.

Fig. 17.24 A 3-bit flash A/D converter.
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17.5 Flash Converters 675

17.5.1 Issues in Designing Flash A/D Converters

We discuss here some important design issues that should be addressed when building high-speed flash A/D con-
verters.

Input Capacitive Loading The large number of comparators connected to  results in a large parasitic load at
the node . Such a large capacitive load often limits the speed of the flash converter and usually requires a
strong and power-hungry buffer to drive . We shall see that this large capacitive loading can be reduced by
going to an interpolating architecture.

Resistor-String Bowing Any input currents to the comparators cause errors in the voltages of the nodes of the
resistor string. These errors usually necessitate the bias current in the resistor string being two orders of magnitude
greater than the input currents of the comparators. This is particularly significant if bipolar comparators are used.
The errors are greatest at the center node of the resistor string and thus considerable improvement can be obtained
by using additional circuitry to force the center tap voltage to be correct.

Comparator Latch-to-Track Delay Another consideration that is often overlooked is the time it takes a com-
parator latch to come from latch mode to track mode when a small input signal of the opposite polarity from the
previous period is present. This time can be minimized by keeping the time constants of the internal nodes of the
latch as small as possible. This is sometimes achieved by keeping the gain of the latches small, perhaps only two
to four. In many cases, the differential internal nodes might be shorted together temporarily as a reset just after
latch time.

Signal and/or Clock Delay Even very small differences in the arrival of clock or input signals at the different
comparators can cause errors. To see this, consider a 250-MHz, 1-V peak-input sinusoid. This signal has a maxi-
mum slope of 1570 V/μs at the zero crossing. If this signal is being encoded by an 8-bit A/D converter with

 (i.e., the sinusoid covers the whole range), then it would only take 5 ps to change through 1 LSB. This
time is roughly about the same time it takes a signal to propagate 500  in metal interconnect. If there is clock
skew between comparators greater than this, the converter will have more than 1 LSB error. One means of easing
this problem is to precede the converter by a sample-and-hold circuit. However, high-speed sample-and-hold cir-
cuits can be more difficult to realize than the flash converter itself. In addition, the clock and  should be routed
together with the delays matched [Gendai, 1991]. It should also be noted that the delay differences may not be
caused just by routing differences, but could also be caused by different capacitive loads, or by phase differences
between the comparator preamplifiers at high frequencies.

Fig. 17.25 A clocked CMOS comparator.
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Substrate and Power-Supply Noise For  and an 6-bit converter, only 15.6 mV of noise injection
would cause a 1 LSB error. On an integrated circuit having a clock signal in the hundreds or even thousands of
MHz, it is difficult to keep power-supply noise below 100 mV. This power-supply noise can easily couple through
the circuitry or substrate, resulting in errors. To minimize this problem, the clocks must be shielded from the sub-
strate and from analog circuitry. Also, running differential clocks closely together will help prevent the signals
from being coupled into the substrate or to critical circuit nodes through the air. Also, analog power supplies
should be separated from digital power supplies. Specifically, it is advisable to have analog power supplied to the
comparator preamps while using digital power for the latch stages. On-chip power-supply bypass capacitors are a
necessity. It is also necessary to make sure the power-supply bypass circuitry doesn’t resonate with the circuit
packaging parasitics. Small resistors in series with the by-pass capacitors can help dampen any such resonance.

Bubble Error Removal The outputs of the comparators should be a thermometer code with a single transition.
However, sometimes a lone 1 will occur within the string of 0s (or a 0 within the string of 1s) due to comparator
metastability, noise, cross talk, limited bandwidth, etc. These bubbles usually occur near the transition point of the
thermometer code. Fortunately, these bubbles can usually be removed with little extra complexity by replacing the
two-input NAND gates shown in Fig. 17.24 with three-input NAND gates, as shown as shown in Fig. 17.26
[Steyaert, 1993]. With this modification, there must now be two 1s immediately above a 0 in determining the tran-
sition point in the thermometer code. However, this circuit will not eliminate the problem of a stray 0 being two
places away from the transition point, which may cause a large decoding error. Another digital approach for
reducing the effect of bubble errors is to allow bubble errors in the lower 2 LSBs but have the remaining MSBs
determined by looking for transitions between every fourth comparator [Gendai, 1991]. With this approach, bub-
ble errors that occur within four places of the transition point do not cause any large errors. An alternate approach
to reduce the effect of distant bubble errors is to create two encoders (one AND type and one OR type) rather than
a single encoder [Ito, 1994]. When an unexpected output pattern occurs at the NAND outputs, the errors in two
different encoders tend to be equal in magnitude but opposite in sign. Thus, the final output is taken as the average of
the two encoder outputs, which is performed by adding the two outputs and dropping the LSB (to divide by two).

An alternative method to remove bubble errors that does not increase power dissipation is shown in
Fig. 17.27. Here, extra transistors have been added to the inputs of the slave latches, which are driven by the
comparator master latches [van Valburg, 1992]. These extra transistors make the value stored in a slave latch not
just a function of its master latch, but also a function of the two adjacent master latches. If a bubble occurs, the
outputs from the two adjacent master latches are the same, but different from the center master latch. In this case,

Vref 1 V=

Fig. 17.26 Using three-input NAND gates to remove single bubble errors.
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17.6 Two-Step A/D Converters 677

the values from the adjacent master latches overrule the center master latch. Note that with this approach, the
power dissipation is not increased because the added transistors make use of existing current in the slave latch.
Alternatively, this same voting scheme can be implemented entirely in digital form.

Flashback An additional source of error is flashback. Flashback is caused by clocked comparators, which are
almost always used. When clocked comparators are switched from track to latch mode, or vice versa, there is
major charge glitch at the inputs to the latch. If there is no preamplifier, this will cause major errors due to the
unmatched impedances at the comparator inputs (one input goes to the resistor string—the other to the input sig-
nal). To minimize this effect, most modern comparators have one or two stages of continuous-time buffering
and/or preamplification. For example, a bipolar comparator is shown in Fig. 17.28. Notice that it has a buffer, a
low-gain preamp, and another buffer before the track-and-latch circuitry. Also notice that in the positive feedback
latch the feedback is taken from the emitter-follower outputs, which minimizes the capacitances of the internal
nodes of the latch. A CMOS comparator may be used with the same topology, although the source-follower buf-
fers are usually omitted.

Another technique sometimes used to minimize the effects of flashback is to match the input impedances as
much as is possible. For example, it is possible to implement a second matched resistor string, with the nodes of the
comparators that were originally connected to  now being connected to it, and the end nodes of the string con-
nected together to . This approach matches impedances and also minimizes the resistor-string bowing due to the
comparator input currents. Unfortunately, it does result in different delays for  reaching the various comparators,
and unless these are matched to the routing of the clock signals, these different delays may not be tolerable.

17.6 TWO-STEP A/D CONVERTERS
Two-step (or subranging) converters are used for high-speed medium-accuracy A/D converters. They offer several
advantages over their flash counterparts. Specifically, two-step converters require less silicon area, dissipate less
power, have less capacitive loading, and the voltages the comparators need to resolve are less stringent than for
flash equivalents. The throughput of two-step converters approaches that of flash converters, although they do
have a larger latency.

Fig. 17.27 Bubble-error voting circuit that does not increase the power dissipation.
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The block diagram for a two-step converter is shown in Fig. 17.29. In fact, a two-step converter may be
thought of as a special case of a pipelined converter with only two pipeline stages. The example of Fig. 17.29
shows two 4 bit stages with no redundancy resulting in a 8-bit output. The 4-bit MSB A/D determines the first four
MSBs. To determine the remaining LSBs, the quantization error (residue) is found by reconverting the 4-bit digital
signal to an analog value using the 4-bit D/A and subtracting that value from the input signal. To ease the require-
ments in the circuitry for finding the remaining LSBs, the quantization error is first multiplied by 16 using the gain
amplifier, and the LSBs are determined using the 4-bit LSB A/D. With this approach, rather than requiring 256
comparators as in an 8-bit flash converter, only 32 comparators are required for a two-step A/D converter. How-
ever, this straightforward approach would require all components to be at least 8-bit accurate. To significantly ease
the accuracy requirements of the 4-bit MSB A/D converter, digital error correction is commonly used.

Fig. 17.28 Clocked comparator with a preamplifier to reduce flashback.
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17.6.1 Two-Step Converter with Digital Error Correction

The block diagram for a two-step converter with digital error correction is
shown in Fig. 17.30. Its operation is directly analogous to that of the 1.5 bit per
stage pipeline converter. The ranges of the 4-bit and 5-bit stages overlap, and
hence inaccuracies in the first A/D converter can be cancelled by the second.
To see how this correction works and why a second-stage 5-bit converter is
needed (rather than 4-bit), consider the quantization error that occurs in an
ideal converter. Defining  (i.e., always relative to 8-bit accu-
racy), we have for an ideal 8-bit converter,

(17.43)

However, for a nonideal 8-bit converter with an absolute accuracy of , we have
(17.44)

In other words, the maximum quantization signal is now twice that of the ideal case. 
Similarly, for an ideal 4-bit A/D converter, we have (keeping the 8-bit definition of ),

(17.45)

Thus in the ideal case, the value of  can be determined (to 8-bit accuracy) using a 4-bit A/D converter since 
must be within . However, for the nonideal case where the 4-bit MSB flash converter has an absolute accu-
racy of , the quantization error, , is now bounded within . Thus, in the case of a non-ideal 4-bit
MSB converter, a 5-bit LSB converter must be used; otherwise  may go out of range. Note that the gain
amplifier of 8 is used to amplify the quantization error back to maximum signal levels to ease the requirements of
the 5-bit LSB converter. Finally, to determine , we see that the digital value of  has been found to within

Key Point:  Two-step converters 
may be considered a special 
case of pipelined converters 
where only 2 pipelined stages 
are needed. As with pipelined 
converters, digital error correc-
tion greatly relaxes the require-
ments on the first stage.

Fig. 17.30 An 8-bit two-step A/D converter with digital error correction.
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 and the digital value of  is known to the same accuracy since we assumed the D/A converter to be 8-
bit accurate (and the digital word applied to the D/A converter is known). Therefore, we find  from the relation

(17.46)
Specifically,  is found by properly combining the digital equivalents of  and .

In summary, the MSB A/D need only be accurate to 1/24 = 1/16. The only components that need  accuracy
at the 8-bit level are S/Hs 1 and 2, the D/A, and the subtraction circuit. For a more detailed treatment of a two-step A/D con-
verter, the reader is referred to a 10-bit 75 MHz implementation (with integrated S/H), described in [Petschacher, 1990].

Besides the difficulty in realizing the S/H circuits, another major limitation is the difficulty of designing a
high-speed, accurate (to 0.5 LSB at the 5-bit level) gain amplifier. In fact, due to difficulties in realizing high-
speed circuits with gain, often fewer bits are determined in the first stage of a two-step converter to reduce the
amplification required. For example, a two-step converter where the first stage resolves only 1 bit is described in
[Verbruggen, 2009] achieving very low power.

EXAMPLE 17.9

For the two-step 8-bit A/D converter shown in Fig. 17.30, what is the maximum voltage range at  when the
converter’s full-scale input is  in the case where the 4-bit MSB A/D converter is (a) 8-bit accurate and (b)
4-bit accurate? Assume all other components are ideal.

Solution
With a full-scale peak-to-peak input voltage of  applied to an 8-bit A/D converter, we have

(17.47)

For an ideal 4-bit A/D converter, we have from (17.45) the maximum voltage range of  is , or equiva-
lently, . 

(a) If we go to the trouble to make the 4-bit A/D converter have an absolute accuracy of  (i.e.,
8-bit accurate), then  becomes bounded between . In other words, the maximum range of  would
now be , or equivalently, . Note that the input range of the LSB converter is 
(a little more than half of the input range of the overall converter), so more gain could be used in this case.

(b) In the case of a 4-bit accurate MSB converter,  is bounded between , implying that the
maximum range of  is , or equivalently, . After the gain of 8, the input range of the LSB con-
verter becomes  (the same as the input range of the overall converter).

17.7 INTERPOLATING A/D CONVERTERS
Interpolating converters make use of input amplifiers, as shown in Fig. 17.31.
These input amplifiers behave as linear amplifiers near their threshold voltages but
are allowed to saturate once their differential inputs become moderately large. As a
result, noncritical latches need only determine the sign of the amplifier outputs
since the differences between the input signal and threshold voltages have been
amplified. Also, the number of input amplifiers attached to  is significantly
reduced by interpolating between adjacent outputs of these amplifiers. While this
approach is often combined with a “folding” architecture [van de Grift, 1987; van
Valburg, 1992], the interpolating architecture has also been used quite successfully
by itself [Goodenough, 1989; Steyaert, 1993].
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To further understand this interpolation approach, some possible signals for the input-amplifier outputs, 
and , as well as their interpolated values are shown in Fig. 17.32. As can be seen in the figure, the logic levels
are assumed to be zero and five volts, with the input comparators having a maximum gain of about –10. Also, here
the latch threshold is near the midpoint of the two logic levels (or about 2.5 volts). As  increases, the latch for

 is first triggered, followed by  and so on until . As a result, more reference levels have been created
between  and . It should be noted here that for good linearity, the interpolated signals need only cross the
latch threshold at the correct points, while the rest of the interpolated signals responses are of secondary importance.
One way to create such correct crossing points is to ensure that  and  are linear between their own thresh-
olds. In Fig. 17.32, this linear region corresponds to .

For fast operation, it is important that the delays to each of the latches are made to equal each other as much
as possible. Since the latch comparators have similar input capacitances associated with them, the delays can be
made nearly equal by adding extra series resistors, as shown in Fig. 17.33. These series resistors equalize the
impedances seen by each latch comparator looking back into the resistive string, assuming the input-amplifier out-
puts are low impedance [van de Plassche, 1988].

As mentioned earlier, the main benefit of an interpolating architecture is the reduction in the number of differ-
ential pairs attached to the input signal, . Such a reduction results in a lower input capacitance (which is quite

Fig. 17.31 A 4-bit interpolating A/D converter (interpolating factor of 4).
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high for a flash converter), a slightly reduced power dissipation, and a lower number of accurate reference voltages
that need to be created. Finally, it should be mentioned that circuit techniques other than resistive strings can be
used to realize this interpolative approach. In [Steyaert, 1993], current mirrors were used to interpolate eight times
between comparators. In another implementation, two stages of interpolation using capacitors were realized
[Kusumoto, 1993].

EXAMPLE 17.10

Using current mirrors, show how one can interpolate two current outputs,  and , by three. What reduction in
input capacitance of the converter would be expected over a traditional flash architecture?

Solution

If interpolating by three, it is desired to create two new currents,  such that

(17.48)

Fig. 17.32 Possible transfer responses for the input-comparator output signals,  and , and their
interpolated signals.
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Fig. 17.33 Adding series resistors to equalize delay times to the latch comparators.
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(17.49)

These output currents can be realized as shown in Fig. 17.34. These four currents can be converted back to volt-
ages to send to the latches. Alternatively, the currents can be directly sent to latches which make use of current
inputs.

Since we are interpolating by three here, this converter would require one-third the number of input amplifi-
ers in relation to a traditional flash converter. Thus, the input capacitance for this interpolated approach would be
one-third of that for a flash.

17.8 FOLDING A/D CONVERTERS
We just saw that the number of input amplifiers can be reduced through the use
of an interpolating architecture. However, the number of latch comparators
remains at  for an -bit converter. This large number of latch comparators
can be significantly reduced through the use of a folding architecture. A fold-
ing A/D converter is similar in operation to a two-step (or subranging) con-
verter in that a group of LSBs are found separately from a group of MSBs.
However, whereas a two-step converter requires an accurate D/A converter, a
folding converter determines the LSB set more directly through the use of ana-
log preprocessing while the MSB set is determined at the same time.

As an example, consider the 4-bit folding converter shown in Fig. 17.35. Defining the folding rate to be the
number of output transitions for a single folding block as  is swept over its input range, we see that the folding
rate here is four. This folding rate determines how many bits are required in the MSB converter. The operation of
this converter is as follows. The MSB converter determines whether the input signal, , is in one of four voltage
regions (i.e., between 0 and 1/4, 1/4 and 1/2, 1/2 and 3/4, or 3/4 and 1). Although the MSB converter is shown
separately, these bits are usually determined by combining appropriate signals within the folding blocks. To deter-
mine the 2 LSBs,  to  produce a thermometer code for each of the four MSB regions. Note, however, that
the four LSB latches are also used for different MSB regions and the thermometer code is inverted when  is
between either 1/4 and 1/2 or 3/4 and 1. For example, as  increases from 0 to 1/4, the thermometer code
changes as 0000, 0001, 0011, 0111, 1111. However, as  continues to increase to 1/2, the code changes as 1110,
1100, 1000, 0000. Also, note that latch comparators can be used for the LSB set since the transitions are amplified
by the folding blocks. In summary, folding reduces the number of latch comparators needed as compared to a flash

I2b
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Fig. 17.34 Interpolating by three between two current outputs.
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converter. For example, in a flash 4-bit converter, 16 latches would be required whereas only eight are needed in
the 4-bit folding example of Fig. 17.35. Specifically, four latches are used for the MSB converter and the other
four are shown explicitly. In general, the savings can be greater (see Problem 17.29).

The folding blocks can be realized using cross-coupled differential pairs, as seen in the simplified bipolar cir-
cuit shown in Fig. 17.36. Here, four sets of differential-pair transistors are connected in such a way as to realize
the input-output response shown in Fig. 17.36(b). The output signal  is related to the voltages  and  in an
“or” type fashion. In other words,  is low only if both  and  are low; otherwise,  is high. With regard
to the behavior of  and , note that  remains low whenever  is less than  or greater than . However,

 remains low whenever  is greater than  or less than . Also, the cross coupling of adjacent differential
pairs causes  to go high when  is between  and , while  goes high when  is between  and .
Such behaviors for  and  give rise to the folding output for , as shown. 

Fig. 17.35 A 4-bit folding  A/D converter wit h a foldin g rate of four. (The MS B converter would
usually be realized by combining some folding block signals.)
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Some points worth mentioning here are that for full-scale input signals, the output signal from a folding
block is at a much higher frequency than the input signal. In fact, the frequency of the folding block’s output
signal is equal to the multiplication of the frequency of the input signal times the folding rate. This multiply-
ing effect limits the practical folding rate used in high-speed converters. Also, it should be mentioned that
the circuit shown is a single-ended version, and differential circuits are almost always used in practical
implementations.

Another point to note here is that while the folding approach reduces the number of latch comparators, a large
input capacitance similar to that for a flash converter is also present with the folding circuit shown. In fact, flash
converters have similar input stages of differential pairs of transistors for each comparator, but they are, of course,
not cross coupled. Since the number of differential pairs in each folding block equals the folding rate, and the
input signal goes to one side of each differential pair, it can be shown that the number of transistors driven by the
input signal equals —the same number as for a flash converter. To reduce this large input capacitance, folding
converters also make use of an interpolating architecture. With an interpolate-by-two technique applied to the 4-
bit example, the resulting architecture would be that shown in Fig. 17.37. Note that a new inverted signal  is
required to connect the top folding block to the bottom one. Although the creation of this inverted signal is needed
in a single-ended version, no extra circuitry is required in a differential version since it can be accomplished by
simply cross-coupling the differential output wires.

Fig. 17.36 A folding block with a folding-rate of four. (a) A possible single-ended circuit realization;
(b) input–output response.
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In [van Valburg, 1992], in order to realize a very-high-speed 8-bit converter, four
folding blocks each with a folding rate of eight were used. Assuming ,
then the difference between reference voltages of adjacent inputs of a folding block
was 1/8 V. Each adjacent folding block was offset by 1/32V, giving zero crossings at
each 1/32 V. By interpolating between each adjacent folding block using four 8-tap
resistor strings, zero crossings every 1/256 V were obtained (i.e., an 8-bit converter
with 32 latch comparators connected to the interpolating resistor strings). The MSBs

were realized by taking appropriate outputs from selected differential pairs and summing them separately to realize
additional folding amplifiers with reduced folding rates. The converter also included circuitry to prevent bubble errors,
as shown in Fig. 17.27. Other examples of folding converters are given in [van de Grift, 1987, and Colleran, 1993]. In
addition, folding converters have been used in the internal operation of a two-step converter [Vorenkamp, 1992].

Fig. 17.37 A 4-bit folding A/D converter with a folding rate of four and an interpolate-by-two. (The 
MSB converter would usually be realized by combining some folding-block signals.)
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EXAMPLE 17.11

In Fig. 17.35, show how the two  can be derived using internal signals from the folding blocks.

Solution
The ,  is determined by the input signal being above or below . Looking at Fig. 17.35, we see that
the input is compared to the appropriate signal,  in the top folding block, producing . As a result, the

 is easily obtained by using the collector current of the transistor connected to  in the top folding block.
Similarly, the top folding block uses references  and , which are needed to determine the second bit,

. In fact, the signal  can be used directly as the second bit, , as seen in Fig. 17.35. Thus, the top two bits,
 and , can be determined using the top folding block, as shown in Fig. 17.38. 

17.9 TIME-INTERLEAVED A/D CONVERTERS
Very-high-speed A/D conversions can be realized by operating many A/Ds in
parallel [Black, 1980]. The system architecture for a four-channel A/D is shown
in Fig. 17.39. Here,  is a clock at four times the rate of  to . Additionally,

 to  are delayed with respect to each other by the period of , such that each
converter will get successive samples of the input signal, , sampled at the rate
of . In this way, the four A/D converters operate at one-quarter the rate of the
input sampling frequency.
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Fig. 17.38 Using the  folding block to also determine the top two MSBs.
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With this approach, the input S/H making use of  is critical, while the remaining four S/H converters can
have considerable jitter since the signal is already sampled at that point. Thus, sometimes the input S/H is realized
in a different technology, such as GaAs, while the remaining S/H circuits could be realized in silicon. An example
of a  6-bit A/D converter using time interleaving and GaAs S/H circuits is described in [Poulton, 1987],
where four bipolar converters operating at 250 MHz were used.

It is also essential that the different S/H and A/D converter signal paths are
extremely well matched, as mismatches will produce tones. For example, con-
sider a -way time-interleaved converter where one converter has a dc offset
of, say, 100 mV. Such a system will produce every -th digital word different
from the other  and hence tones at  and its harmonics. These
tones are independent of the input signal frequency or amplitude, and in fact
will be present even if the input is zero. Another source of error arises when the
different S/H and A/D converter circuits present different signal gains. In this
case, since the gain is changing periodically, the input signal is effectively
being multiplied by a periodic signal. Hence, with a sinusoidal input at  the

output will contain harmonics at  for integers . Because these are intermodulation products, their
frequency and amplitude depends upon the input signal frequency and amplitude. Mismatch between the band-
width of the parallel signal paths results in frequency-dependent gain mismatch and all of the attendant error
tones. Such nonideal behavior can be disastrous for many applications since the tones may reside well within
the frequency of interest. A sketch of the output spectrum in the presence of offset and gain mismatches is

Fig. 17.39 A four-channel time-interleaved A/D converter with clock waveforms shown.
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presented in Fig. 17.40 with the sources of the various tones identified. Fortunately, if the mismatches between
signal paths can be accurately identified they can be cancelled digitally as in Fig. 17.41. Even when cancelled,
offset and gain mismatches increase the dynamic range that the constituent A/D converters must be able to
handle without nonlinearity.

Fig. 17.40 Spectrum at the output of a 4-way time-interleaved A/D converter with offset and 
gain mismatches up to the converter’s Nyquist frequency, .fs 2⁄
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---fs
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Fig. 17.41 A four-channel time-interleaved A/D converter with digital correction for gain and offset
mismatch. 
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17.10 KEY POINTS
• Dual-slope integrating conversion proceeds first by integrating the input for a fixed time period, then

applying a known input to the integrator and measuring the time required for the integrator output to return
to zero. [p. 648]

• Dual-slope conversion does not require accuracy in defining the integration time constant. Offset errors can be
calibrated by performing an additional conversion using a known dc input quantity. [p. 648]

• Integrating converters inherently filter the input with a sin x/x frequency response. [p. 649]
• Successive-approximation A/D converters are very versatile, capable of moderately high speed or accuracy with

relatively low power. They are relatively simple circuits, in the simplest cases requiring only a single compara-
tor, a bank of capacitors and switches, and a small digital logic circuit. Their biggest drawback is that they oper-
ate iteratively and therefore require many clock cycles to perform a single conversion. [p. 652]

• The accuracy of successive-approximation converters is often determined by that of the D/A converter. In the
case of charge-redistribution converters, this role is played by a bank of comparators whose matching is impor-
tant. [p. 653]

• Algorithmic converters are similar to successive-approximation converters, except that instead of an accurate
D/A converter or capacitor bank, these converters require an accurate gain of two in order to perform the itera-
tive search for a digital code that represents the analog input. [p. 662]

• Pipelined A/D converters are similar to algorithmic converters, but employ multiple circuits working on succes-
sive input samples simultaneously. Hence, they can complete a conversion on every clock cycle, providing
higher throughput than algorithmic converters, but with the same latency. [p. 665]

• Introducing redundancy between successive stages in a pipelined converter permits simple digital correction of
any offset in the comparators of each stage. [p. 670]

• Pipelined A/D converter performance is limited by nonlinearities and noise in the MDAC, and inaccuracy in the
interstage gain, none of which are cancelled by simple digital correction. [p. 670]

• Switching part of the sampling capacitor into the feedback network provides the interstage gain with a
higher feedback factor, and hence higher bandwidth, than a conventional switched-capacitor gain circuit.
[p. 672]

• Multiple bits can be resolved in each stage, with digital correction, in order to reduce the number of opamps in a
pipelined converter and decrease the number of clock cycles required for each conversion. [p. 673]

• Flash converters are generally capable of the fastest conversion speeds of any A/D architecture. However, their
power consumption grows dramatically with the required resolution so they are usually reserved for converters
where high speed and low or modest resolution is sought. [p. 673]

• Two-step converters may be considered a special case of pipelined converters where only 2 pipelined stages are
needed. As with pipelined converters, digital error correction greatly relaxes the requirements on the first stage. [p. 679]

• The large capacitive input presented by flash A/D converters can be reduced by using fewer input amplifiers and
interpolating between them to create the missing intermediate values. [p. 680]

• A folding architecture requires fewer latches than a flash converter. It does so similar to a two-step converter,
but uses analog preprocessing instead of an accurate D/A converter and gain amplifier. [p. 683]

• Folding is often combined with interpolation so that both the number of latches and the number of input ampli-
fier differential pairs is reduced. [p. 686]

• Time-interleaved A/D converters permit high sampling frequency using several lower-rate A/D converters and
several phase-shifted clocks. [p. 687]

• A major limitation on the performance of time-interleaved converters is mismatch through the parallel signal
paths in either their dc offset, gain, or sampling time. If they can be accurately quantified, such errors can be
cancelled digitally. [p. 688]
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692 Chapter 17 • Nyquist-Rate A/D Converters

17.12 PROBLEMS
17.12.1 Section 17.1: Integrating Converters

17.1 What is the worst-case conversion time for an 18-bit dual-slope integrating A/D converter when the clock rate is 5 
MHz? 

17.2 Consider an 18-bit integrating A/D converter, as shown in Fig. 17.1, where  equals 10 volts, , 
and a clock frequency of  is used. What value of  should be chosen such that the opamp output never 
exceeds 10 volts when ?

17.3 Derive an expression equivalent to (17.8) for Fig. 17.1 when the opamp has an input-offset voltage of  and 
the comparator has an input-offset voltage of .

17.4 What is the offset error (in LSBs) of the converter described in Problem 17.2 when the integrating opamp has an 
input-offset voltage of 20 mV?

17.5 What input-signal frequencies are completely attenuated by a dual-slope 16-bit integrating A/D having a clock 
frequency of ? For this same converter, what is the attenuation of an input signal at ? 

17.6 Repeat Problem 17.5 with the converter’s clock frequency being equal to .

17.12.2 Section 17.2: Successive-Approximation Converters

17.7 Consider a 4-bit unipolar DAC-based successive-approximation A/D converter, as shown in Fig. 17.5. Find the 
sequence of the D/A converter’s output levels for an input of 3.333 volts when . What is the final dig-
ital output?

17.8 Consider a 4-bit unipolar charge-redistribution A/D converter, as shown in Fig. 17.7, where . Find the 
sequence of the voltage level for  if the input signal is 3.333 volts.

17.9 Repeat Problem 17.8, assuming that a parasitic capacitance of  is connected between the node at  and 
ground. Is the final digital result affected?

17.10 Show a method for modifying the unipolar charge-redistribution A/D converter shown in Fig. 17.7 such that the 
threshold offsets of  are correctly realized.

17.11 How is the digital code obtained from the signed charge redistribution A/D converter shown in Fig. 17.8 
converted to a 2’s complement code?

17.12 What value of error voltage  would be measured in Fig. 17.12(a) if the total array capacitance equals , 
the MSB (i.e., ) capacitor equals , and there is a parasitic capacitance to ground of  on node ? 
For the same circuit, show that the error voltage, , that occurs when using the MSB capacitor during a normal 
conversion equals .

17.13 For the same circuit as described in Problem 17.12, what value of error voltage  would be measured in 
Fig. 17.12(b) if the MSB-1 (i.e., ) capacitor equals ? Show that the error voltage, , that occurs when 
using the MSB-1 capacitor during a normal conversion equals .

17.14 Assuming switch resistances are all about , estimate the settling time needed for a 12-bit charge-redistribu-
tion A/D converter where the total array capacitance equals .

17.12.3 Section 17.3: Algorithmic (or Cyclic) A/D Converter

17.15 What is the latency in a 12-bit algorithmic A/D converter? That is, how many clock cycles are required in order to 
perform a complete conversion?
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0 V Vin 10 V< <
Voff1
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Vref 8 V=
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0.5Vx1

Vx2
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1 kΩ
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17.12.4 Section 17.4: Pipelined A/D Converters

17.16 In a 9-bit 1-bit-per-stage pipelined A/D converter with a full-scale input range of , what is the 
maximum tolerable offset in the first stage comparator while ensuring the output has less than 1/2 LSB overall 
error? If the converter is changed to a 1.5-bit-per-stage architecture with error correction, how much offset can be 
tolerated in the first stage comparators? You may assume that the 2nd and all subsequent stages are ideal.

17.17 In a 11-bit 1.5-bit-per-stage pipelined converter, what is the required accuracy of the reference voltages  
in the first stage of the pipeline? What about the fourth stage in the pipeline?

17.18 Draw a block diagram for a 4-bit, 1.5-bit-per-stage pipelined converter with error correction. With  
and , find the residue voltages  and , the digital codes at the outputs of each stage, and the 
final digital output after decoding assuming all blocks are ideal. Repeat assuming the upper comparator of stage 1 
makes an error.

17.19 A 10-bit pipelined converter is to be designed using only 5 stages. What should the interstage gain be?
17.20 Modify the circuit of Fig. 17.22 to have the input-output relationship shown in Fig. P17.20 as would be required 

for a 2.5-bit-per-stage pipelined converter.

17.12.5 Section 17.5: Flash Converters

17.21 Consider the clocked comparator shown in Fig. 17.25 in the 0.18-  technology of Table 1.5 and assuming

If the MOSFETS in the inverter are ideal except for each having a  output impedance when active, find the 
minimum differential input that will cause a 0.2-V change (use a linear analysis). Assuming this minimum differ-
ential input corresponds to , what is the maximum number of bits that this comparator could deter-
mine in a flash A/D converter?

17.22 Assume each comparator in the 3-bit flash converter of Fig. 17.24 draws an input dc bias current of 0.1  from 
the reference voltage supply . Find the resistor value  required to ensure less than 1% error in the reference 
ladder voltages.
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694 Chapter 17 • Nyquist-Rate A/D Converters

17.12.6 Section 17.6: Two-Step A/D Converters

17.23 Draw a block diagram similar to that for Fig. 17.30 for a 10-bit two-step A/D converter where the first stage deter-
mines 4 bits. Indicate the accuracy needed in all the blocks.

17.24 Consider the two-step converter with digital error correction in Fig. 17.30. The input signal is  and 
the converter’s full-scale range is . The output of the MSB A/D converter is 0001 and all other com-
ponents in the converter are ideal. Find the signals at , , and the 5-bit output of the LSB A/D. Show that the 
error correction circuitry produces the correct output code.

17.12.7 Section 17.7: Interpolating A/D Converters

17.25 In Section 17.7, it was stated that the interpolated signals will have the correct threshold crossings if  and  
in Fig. 17.32 are linear in the region . In fact, this region is larger than what is actually necessary. 
What is the minimum region of  that  and  should be linear over?

17.26 Many very-high-speed A/D converters do not use a sample and hold since it would limit their speed, but instead 
allow the input signal to be applied to the array of comparators, which are all clocked “simultaneously.” Qualita-
tively, explain why a clocked flash or interpolating A/D converter might operate faster than a sample-and-hold 
circuit.

17.27 Show that the circuit shown in Fig. 17.33 results in all time constants being equal when each of the latches has the 
same input capacitance and the amplifiers have zero output impedance.

17.12.8 Section 17.8: Folding A/D Converters

17.28 In an N-bit folding A/D converter (with no interpolation), what is the product of the folding rate times the number 
of folding blocks?

17.29 Find an expression for the number of latches in an N-bit folding A/D converter where the folding rate is 
. 

17.30 Assuming the input capacitance of a differential stage is the same in either a flash or folding/interpolating A/D 
converter, what reduction of input capacitance over a flash converter would be achieved with an 8-bit folding/
interpolating A/D converter having four folding blocks, each with a folding rate of eight? If a straight interpolat-
ing A/D converter is to have the same reduction in input capacitance, how many resistors are required between 
“input comparators”?

17.12.9 Section 17.9: Time-Interleaved A/D Converters

17.31 A time-interleaved converter with  signal paths is clocked at 500 MHz and driven with a sinusoidal input 
at 181 MHz. The output spectrum is shown in Fig. P17.31 up to the Nyquist frequency, 250 MHz. It includes 

Vin 20 mV=
0 Vin 1 V< <

V1 Vq

V1 V2

0.25 Vin 0.5< <
Viu V1 V2

FR 2F=

m 2=
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tones due to dc offset and gain mismatch in the time-interleaved architecture, as well as the 3rd harmonic of the 
input signal due to nonlinearity. Identify the source of each tone in the spectrum.

17.32 Sketch the spectrum at the output of a 3-way time-interleaved A/D converter clocked at  with 
. Assume both dc offset and gain mismatches are present, as well as 3rd-order distortion of the 

input.

Fig. P17.31
0 69 MHz 250 MHz181 MHz43 MHz

fs 3 GHz=
fin 800 MHz=
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C H A P T E R

18

696

Oversampling Converters

Oversampling A/D and D/A converters are popular for high-resolution
medium-to-low-speed applications such as high-quality digital audio and base-
band signal processing in some wireless systems. A major reason for their pop-
ularity is that oversampling converters relax the requirements placed on the
analog circuitry at the expense of more complicated digital circuitry. This trade-
off became desirable with the advent of deep submicron CMOS technologies as
complicated high-speed digital circuitry became more easily realized in less area, but

the realization of high-resolution analog circuitry was complicated by the low power-supply voltages and poor
transistor output impedance caused by short-channel effects. With oversampling data converters, the analog
components have reduced requirements on matching tolerances and amplifier gains. Oversampling converters
also simplify the requirements placed on the analog anti-aliasing filters for A/D converters and smoothing filters
for D/A converters. For example, usually only a first- or second-order anti-aliasing filter is required for A/D con-
verters, which can often be realized very inexpensively. Furthermore, a sample-and-hold is usually not required
at the input of an oversampling A/D converter.

In this chapter, the basics of oversampling converters are discussed first. We shall see that extra bits of res-
olution can be extracted from converters that sample much faster than the Nyquist rate. Furthermore, this extra
resolution can be obtained with lower oversampling rates by spectrally shaping the quantization noise through
the use of feedback. The use of shaped quantization noise applied to oversampling signals is commonly
referred to as delta-sigma ( ) modulation.1 Simple first- and second-order  modulators are discussed, fol-
lowed by a discussion of typical system architectures for  data converters. Next, two popular approaches
for realizing decimation filters are described. Descriptions of some modern approaches are then described
along with some practical considerations. The chapter concludes with an example design of a third-order 
A/D converter.

18.1 OVERSAMPLING WITHOUT NOISE SHAPING
In this section, the advantage of sampling at higher than the Nyquist rate is discussed. Here, we shall see that extra
dynamic range can be obtained by spreading the quantization noise power over a larger frequency range. How-
ever, we shall see that the increase in dynamic range is only 3 dB for every doubling of the sample rate. To obtain
much higher dynamic-range improvements as the sampling rate is increased, noise shaping through the use of
feedback can be used and is discussed in the next section.

1. Delta-sigma modulation is also sometimes referred to as sigma-delta modulation. 

Key Point:  Oversampling 
converters relax the require-
ments placed on the analog 
circuitry at the expense of 
more complicated digital 
circuitry.

ΔΣ ΔΣ
ΔΣ

ΔΣ
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18.1 Oversampling without Noise Shaping 697

18.1.1 Quantization Noise Modelling

We begin by modelling a quantizer as adding quantization error , as shown in Fig. 18.1. The output signal,
, is equal to the closest quantized value of . The quantization error is the difference between the input and

output values. This model is exact if one recognizes that the quantization error is not an independent signal but
may be strongly related to the input signal, . This linear model becomes approximate when assumptions are
made about the statistical properties of , such as  being an independent white-noise signal. However,
even though approximate, it has been found that this model leads to a much simpler understanding of  and with
some exceptions is usually reasonably accurate.

18.1.2 White Noise Assumption

If  is very active,  can be approximated as an independent random num-
ber uniformly distributed between , where  equals the difference between
two adjacent quantization levels. Thus, the quantization noise power equals

 (from Section 15.3) and is independent of  t he sam pling frequency, .
Also, the spectral density of , , is white (i.e., a constant over frequency)
and all its power is within  (a two-sided definition of power).

Assuming white quantization noise, the spectral density of the quantiza-
tion noise,  appears as shown in Fig. 18.2.

e n( )

Fig. 18.1 Quantizer and its linear model.

x n( ) y n( )
y n( )x n( )

e n( )

Quantizer Model

e n( ) y n( ) x n( )–=

y n( ) x n( )

x n( )
e n( ) e n( )

ΔΣ

Key Point:  Quantization with 
a step size “LSB” can be mod-
eled as an additive quantization 
noise uniformly distributed 
between –LSB/2 and +LSB/2 
with a white power spectrum 
and total power of LSB2/12.
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698 Chapter 18 • Oversampling Converters

The spectral density height is calculated by noting that the total noise power is  and, with a two-sided
definition of power, equals the area under  within , or mathematically,

(18.1)

Solving this relation gives

(18.2)

EXAMPLE 18.1

Find the output and quantization errors for two different quantizers, as shown in Fig. 18.3, when the input
values are

(18.3)

Also find the expected power and the power density height, , of the quantization noise when the sampling
frequency is normalized to .

Solution
The output and quantization noise values for this example are given in Table 18.1. Note that although the output
signals, , are well-defined values, the quantization error values can be approximated as uniformly distributed
random numbers since the input signal is quite active. 

Recalling that the quantization noise power is given by

(18.4)

then the expected noise powers of the two quantizers are

(18.5)
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Fig. 18.3 Two example quantizers.
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18.1 Oversampling without Noise Shaping 699

(18.6)

where we note that these values are not affected by normalizing the sampling frequency. Also note that the two
power estimates for  and  correspond to rms power levels of  and , respectively. 

For the power density, we note that the power is spread evenly between , resulting in a density of

(18.7)

which results in

(18.8)

(18.9)

18.1.3 Oversampling Advantage

Oversampling occurs when the signals of interest are bandlimited to  yet the sample rate is at , where 
(  being the Nyquist rate or, equivalently, the minimum sampling rate for signals bandlimited to ). We define
the oversampling ratio, OSR, as

(18.10)

After quantization, since the signals of interest are all below ,  is filtered by  to create the signal
, as shown in Fig. 18.4. This filter eliminates quantization noise (together with any other signals) greater

than . 
Assuming the input signal is a sinusoidal wave, its maximum peak value without clipping is . For

this maximum sinusoidal wave, the signal power, , has a power equal to

(18.11)

Table 18.1 Example signal values and quantization
noise for two quantizers.
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700 Chapter 18 • Oversampling Converters

The power of the input signal within  remains the same as before since we assumed the signal’s fre-
quency content is below . However, the quantization noise power is reduced to

(18.12)

Therefore, doubling OSR (i.e., sampling at twice the rate) decreases the quantization noise power by one-half
or, equivalently, 3 dB (or, equivalently, 0.5 bits).

We can also calculate the maximum SQNR (in ) to be the ratio of the maximum sinusoidal power to the
quantization noise power in the signal . Mathematically, we have through the use of (18.11) and (18.12)

(18.13)

which is also equal to

(18.14)

The first term is the SQNR due to the N-bit quantizer while the OSR term is the
SQNR enhancement obtained from oversampling. Here we see that straight
oversampling gives a SQNR improvement of  or, equivalently,

. The reason for this SQNR improvement through the use of
oversampling is that when quantized samples are averaged together, the signal
portion adds linearly, whereas the noise portion adds as the square root of the
sum of the squares. Note that this enhancement also takes place with respect to
other types of noise, such as thermal noise in circuits. Hence, oversampling

generally improves overall signal to noise ratio (SNR) by 10 log(OSR).

Fig. 18.4 (a) A possible oversampling system without noise shaping. (b) The brick-wall response of 
the filter to remove much of the quantization noise.
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Key Point:  Oversampling a 
signal at OSR times the Nyquist 
rate, without spectrally shaping 
the quantization noise, results 
in a SNR enhancement of 
10 log(OSR) dB.
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0.5 bits/octave
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18.1 Oversampling without Noise Shaping 701

EXAMPLE 18.2

Consider a sampled dc signal, , of value 1 V where the measured voltage, , is  plus a noise signal, .
Assume  is a random signal uniformly distributed between . What is the SNR for  when looking at
individual values? If eight samples of  are averaged together, roughly what is the new SNR? To illustrate the
results, use eight typical samples for  of {0.94, –0.52, –0.73, 2.15, 1.91, 1.33, –0.31, 2.33}.

Solution

Referencing signals to , we calculate the power of  and  to both be 1 watt. Thus the SNR for  is
 when looking at individual  values. Note that it is difficult to see the signal value of  in the example
 samples since the SNR is so poor.
If eight samples are averaged, we are realizing a modest low-pass filter, resulting in the oversampling ratio

being approximately equal to 8 (this is a rough estimate since a brick-wall filter is not being used). Since each
octave of oversampling results in a 3-dB SNR improvement, the averaged value should have a SNR of around

. Note that averaging the eight given  samples results in , which more closely represents the
signal value of .

The reason oversampling improves the SNR here is that by summing eight measured values, the eight signal
values add linearly to 8  (or 64 watts) while the eight noise values add to   (or 8 watts), since the noise
values are assumed to be independent.

EXAMPLE 18.3

Given that a 1-bit A/D converter has a 6-dB SQNR, what sample rate is required using oversampling (no noise
shaping) to obtain a 96-dB SQNR (i.e., 16 bits) if ? (Note that the input into the A/D converter has
to be very active for the white-noise quantization model to be valid—a difficult arrangement when using a 1-
bit quantizer with oversampling without noise shaping.)

Solution

Oversampling (without noise shaping) gives  where 1 octave implies doubling the sampling rate. We
require  divided by , or 30 octaves. Thus, the required sampling rate, , is

!

This example shows why noise shaping is needed to improve the SQNR faster than , since
 is highly impractical.

18.1.4 The Advantage of 1-Bit D/A Converters

While oversampling improves the signal-to-noise ratio, it does not improve linearity. For example, if a 16-bit
linear converter is desired while using a 12-bit converter with oversampling, the 12-bit converter must have an
integral nonlinearity error less than  LSB (here, LSB refers to that for a 12-bit converter). In other words,
the component accuracy would have to match better than 16-bit accuracy (i.e.,   percent
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702 Chapter 18 • Oversampling Converters

accuracy). Thus, some sort of auto calibration or laser trimming must be used to
obtain the required linearity. However, as we saw in Example 18.3, with a high
enough sampling rate, the output from a 1-bit converter can be filtered to obtain
the equivalent of a 16-bit converter. The advantage of a 1-bit D /A is that it is
inherently linear.2 This linearity is a result of a 1-bit D/A converter having only
two output values and, since two points define a straight line, no trimming or
calibration is required. This inherent linearity is one of the major motivations for
making use of oversampling techniques with 1-bit converters. In fact, the reader

may be aware that many audio converters use 1-bit converters for realizing 16- to 18-bit linear converters (with
noise shaping). In fact, 20-bit linearity has been reported without the need for any trimming [Leopold, 1991].
Finally, it should be mentioned that there are other advantages when using oversampling techniques, such as a
reduced requirement for analog anti-aliasing and smoothing filters.

18.2 OVERSAMPLING WITH NOISE SHAPING
In this section, the advantage of noise shaping the quantization noise through the use of feedback is discussed.
Here, we shall see a much more dramatic improvement in dynamic range when the input signal is oversampled as
compared to oversampling the input signal with no noise shaping. Although this section illustrates the basic prin-
ciples with reference to A/D converters, much of it applies directly to  D/A converters as well.

The system architecture of a  oversampling A/D converter is shown in Fig. 18.5. The first stage is a con-
tinuous-time anti-aliasing filter and is required to band-limit the input signal to frequencies less than one-half the
oversampling frequency, . When the oversampling ratio is large, the anti-aliasing filter can often be quite simple,
such as a simple RC low-pass filter. Following the anti-aliasing filter, the continuous-time signal, , is sampled
by a sample and hold. This signal is then processed by the  modulator, which converts the analog signal into a
noise-shaped low-resolution digital signal. The third block in the system is a decimator. It converts the oversam-
pled low-resolution digital signal into a high-resolution digital signal at a lower sampling rate usually equal to
twice the frequency of the desired bandwidth of the input signal. The decimation filter can be conceptually
thought of as a low-pass filter followed by a down sampler, although in many systems the decimation is per-
formed in a number of stages. It should be mentioned that in many realizations where the  modulator is real-
ized using switched-capacitor circuitry, a separate sample-and-hold is not required, as the continuous-time signal

2. This assumes that second-order errors due to imperfections such as signal-dependent power supply, or reference voltages, or memory 
in the D/A converter are not present.

Key Point:  One-bit D/A con-
verters are inherently linear. 
Hence, when combined with a 
high oversampling ratio, they 
can provide a good signal to 
quantization noise and dis-
tortion ratio.

ΔΣ
ΔΣ

Fig. 18.5 Block diagram of an oversampling A/D converter.
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18.2 Oversampling with Noise Shaping 703

is inherently sampled by the switches and input capacitors of the SC . In the next few sections the operation of
the various building blocks will be described in greater detail.

18.2.1 Noise-Shaped Delta-Sigma Modulator

A general noise-shaped delta-sigma ( ) modulator and its linear model are shown in Fig. 18.6. This arrange-
ment is known as an interpolative structure and is analogous to an amplifier realized using an opamp and feed-
back. In this analogy, the feedback reduces the effect of the noise of the output stage of the opamp in the closed-
loop amplifier’s output signal at low frequencies when the opamp gain is high. At high frequencies, when the
opamp’s gain is low, the noise is not reduced. Note that the quantizer here is shown for the general case where
many output levels occur. While many oversampling converters make use of 1-bit quantizers (i.e., only two output
levels) due to reasons already discussed, there is certainly no reason to restrict ourselves to such implementations.
Multibit oversampling converters are discussed in detail in Section 18.8.

Treating the linear model shown in Fig. 18.6(b) as having two independent inputs (which is an approxima-
tion), we can derive a signal transfer function, , and a noise transfer function, .

(18.15)

(18.16)

Note that the zeros of the noise transfer function, , will be equal to the poles of . In other words, when
 goes to infinity, we see by (18.16) that  will go to zero. We can also write the output signal as the com-

bination of the input signal and the noise signal, with each being filtered by the corresponding transfer function. In
the frequency domain, we have

(18.17)

ΔΣ

ΔΣ

Fig. 18.6 A modulator and its linear model: (a) a general  modulator (interpolator structure); 
(b) linear model of the modulator showing injected quantization noise.
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To noise-shape the quantization noise in a useful manner, we choose  such
that its magnitude is large from  to  (i.e., over the frequency band of interest).
With such a choice, the signal transfer function, , will approximate unity
over the frequency band of interest very similarly to an opamp in a unity-gain
feedback configuration. Furthermore, the noise transfer function, , will
approximate zero over the same band. Thus, the quantization noise is reduced
over the frequency band of interest while the signal itself is largely unaffected.
The high-frequency noise is not reduced by the feedback as there is little loop

gain at high frequencies. However, additional post filtering can remove the out-of-band quantization noise with
little effect on the desired signal.

Before choosing specific functions for , note that the maximum level of the in-band input signal, ,
must remain within the maximum levels of the feedback signal, ; otherwise the large gain in  will cause
the signal  to saturate. For example, if a  quantizer having output levels of  is used, the input signal
must also remain within  for frequencies where the gain of  is large. In fact, for many modulators the
input signal needs to be significantly smaller than the bounds of the quantizer output levels to keep the modula-
tor stable.3 However, the maximum level of the input signal, , for frequencies where the gain of  is
small will not necessarily cause the signal  to saturate. In other words, the maximum level of the out-of-
band input signal can be quite a bit larger than the feedback levels (see Problem 18.6).

18.2.2 First-Order Noise Shaping

To realize first-order noise shaping, the noise transfer function, , should
have a zero at dc (i.e., ) so that the quantization noise is high-pass filtered.
Since the zeros of  are equal to the poles of , we can obtain first-order
noise shaping by letting  be a discrete-time integrator (i.e., have a pole at

).4 Specifically,

(18.18)

A block diagram for such a choice is shown in Fig. 18.7.

Time Domain View From a time domain point of view, if the feedback is operating correctly and the system is
stable, then the signal  is bounded (i.e., ). Since the integrator has infinite dc gain, the average value of the
discrete-time integrator’s input must exactly equal zero (i.e., average value of  equals zero). This result
implies that the average value (i.e., dc value) of  must equal the average value (i.e., dc value) of .

3. A modulator is defined to be stable if the input to the quantizer does not become so large as to cause the quantizer error to become 
greater than  (which is referred to as overloading the quantizer). See Section 18.7.
4. A continuous-time integrator can also be used, but discrete-time integrators are more popular in integrated realizations as they are 
less sensitive to sampling jitter and have better distortion characteristics.

Key Point:  To shape the spec-
trum of a quantization noise 
source, it is placed within a 
feedback loop whose response 
is designed to attenuate the 
quantization noise in the band 
of interest.
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Fig. 18.7 A first-order noise-shaped interpolative modulator.
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18.2 Oversampling with Noise Shaping 705

Again, the similarity of this configuration and an opamp having unity-gain feedback is emphasized. The
open-loop transfer function of an opamp is closely approximated by a first-order integrator having very large gain
at low frequencies.

EXAMPLE 18.4

Find the output sequence and state values for a dc input, , of  when a two-level quantizer of  is used
(threshold at zero) and the initial state for  is 0.1.

Solution
The output sequence and state values are given in Table 18.2.

Note that the average of  exactly equals  as expected. However, also note that the output pattern is
periodic, which implies that the quantization noise is not random in this example. (However, the result is much
more satisfying than applying  directly into a 1-bit quantizer using straight oversampling, which would give
all 1s as its output.)

Frequency Domain View From a frequency domain view, the signal transfer function, , is given by

(18.19)

and the noise transfer function, , is given by

(18.20)

We see here that the signal transfer function is simply a delay, while the noise transfer function is a discrete-time
differentiator (i.e., a high-pass filter).

To find the magnitude of the noise transfer function, , we let  and write the following:

(18.21)
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jπf– fs⁄××=

Table 18.2 First-order modulator example.

n x(n) x(n + 1) y(n) e(n)
0 –0.1000 –0.5667 –1.0 –0.9000
1 –0.5667 –0.7667 –1.0 –0.4333
2 –0.7667 –0.1000 –1.0 –0.2333
3 –0.1000 –0.5667 –1.0 –0.9000
4 –0.5667 –0.7667 –1.0 –0.4333
5 . . . . . . . . . . . .
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Taking the magnitude of both sides, we have the high-pass function

(18.22)

Now the quantization noise power over the frequency band from  to  is given by

(18.23)

and making the approximation that  (i.e., ), so that we can approximate  to be
, we have

(18.24)

Assuming the maximum signal power is the same as that obtained before in (18.11), the maximum SNR for this
case is given by

(18.25)

or, equivalently,

(18.26)

We see here that doubling the OSR gives an SQNR improvement for a first-order
modulator of  or, equivalently, a gain of 1.5 bits/octave. This result should be
compared to the 0.5 bits/octave when oversampling with no noise shaping.

18.2.3 Switched-Capacitor Realization of a First-Order 
A/D Converter

It is possible to realize a first-order modulator using switched-capacitor (SC) techniques. An example of a first-
order modulator where a 1-bit quantizer is used in the feedback loop is shown in Fig. 18.8. Here, the  modula-
tor consists of both analog and digital circuitry. It should be mentioned that the two input capacitances to the
discrete-time integrator in Fig. 18.8 can be combined to one capacitance, as shown in Fig. 18.9 [Boser, 1988].
However, such an approach does not easily allow scaling of the feedback signal relative to the input signal.

18.2.4 Second-Order Noise Shaping

The modulator shown in Fig. 18.10 realizes second-order noise shaping (i.e., the noise transfer function, , is
a second-order high-pass function). For this modulator, the signal transfer function is given by

(18.27)
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Key Point:  First-order noise 
shaping permits SQNR to 
increase by 1.5 bits/octave 
with respect to oversampling 
ratio, or 9 dB for every 
doubling of OSR.
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Fig. 18.8 First-order A/D modulator: (a) block diagram; (b) switched-capacitor implementation.
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and the noise transfer function is given by

(18.28)

Additionally, the magnitude of the noise transfer function can be shown to be given by

(18.29)

resulting in the quantization noise power over the frequency band of interest being given by

(18.30)

Again, assuming the maximum signal power is that obtained in (18.11), the maximum SQNR for this case is
given by

(18.31)

or, equivalently,

(18.32)

We see here that doubling the  improves the SQNR for a second-order
modulator by  or, equivalently, a gain of 2.5 bits/octave.

The realization of the second-order modulator using switched-capacitor tech-
niques is left as an exercise for the interested reader.

18.2.5 Noise Transfer-Function Curves

The general shape of zero-, first-, and second-order noise-shaping curves are shown in Fig. 18.11. Note that over the
band of interest (i.e., from 0 to ), the noise power decreases as the noise-shaping order increases. However,
the out-of-band noise increases for the higher-order modulators.

NTF f( ) 1 z 1––( )2
=

NTF f( ) 2 πf
fs

-----⎝ ⎠
⎛ ⎞sin

2
=

Pe
Δ2π4

60
----------- 1

OSR
-------------⎝ ⎠
⎛ ⎞ 5

≅

SQNRmax 10 Ps

Pe

------⎝ ⎠
⎛ ⎞log 10 3

2
---22N

⎝ ⎠
⎛ ⎞log 10 5

π4
----- OSR( )5log+= =

SQNRmax 6.02N 1.76 12.9– 50 OSR( )log+ +=

Key Point:  Second-order 
noise shaping increases 
SQNR by 15 dB for each 
doubling of OSR, or equiva-
lently by 1.5 bits/octave.
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Fig. 18.11 Some different noise-shaping transfer functions.
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18.2 Oversampling with Noise Shaping 709

EXAMPLE 18.5

Given that a 1-bit A/D converter has a -dB SQNR, what sample rate is required to obtain a -dB SNR (or
16 bits) if  kHz for straight oversampling as well as first- and second-order noise shaping? 

Solution

Oversampling with No Noise Shaping From Example 18.3, straight oversampling requires a sampling rate of
 GHz.

First-Order Noise Shaping First-order noise shaping gives 9 dB/octave where 1 octave is doubling the OSR.
Since we lose 5 dB, we require 95 dB divided by 9 dB/octave, or  octaves. Thus, the required sampling
rate, , is

MHz

This compares very favorably with straight oversampling, though it is still quite high.

Second-Order Noise Shaping Second-order noise shaping gives 15 dB/octave, but loses 13 dB. Thus we
required 103 dB divided by 15 dB/octave, resulting in a required sampling rate of only 5.8 MHz. However, this
simple calculation does not take into account the reduced input range for a second-order modulator needed for sta-
bility.

18.2.6 Quantization Noise Power of 1-Bit Modulators

Assuming the output of a 1-bit modulator is , then one can immediately deter-
mine the total power of the output signal, , to be a normalized power of 1 watt.
Since  consists of both signal and quantization noise, it is clear that the signal
power can never be greater than 1 watt. In fact, as alluded to earlier, the signal
level is often limited to well below the  level in higher-order modulators to
maintain stability. For example, assuming that the maximum peak signal level is
only , then the maximum signal power is 62.5 mW (referenced to a 
load). This would imply a signal power approximately 12 dB less than is predicted by (18.11) and a correspond-
ing reduction in the SQNR estimates that follow from (18.11). Since the signal power plus quantization noise
power equals 1 W, in this example the maximum signal power is about 12 dB below the total quantization noise
power. Fortunately, as we saw above, the quantization noise power is mostly in a different frequency region than
the signal power and can therefore be filtered out. Note, however, that the filter must have a dynamic range
capable of accommodating the full power of  at its input. For a  A/D converter, the filtering would be
done by digital filters following the quantizer.

18.2.7 Error-Feedback Structure

Before leaving this section, it is of interest to look at another structure for realizing a delta-sigma modulator—an
error-feedback structure, as shown in Fig. 18.12 [Anastassiou, 1989]. Using a linear model for the quantizer, it is
not difficult to show that this error-feedback structure has a signal transfer function, , equal to unity while

6 96
f0 25=

54,000

10.56
fs

fs 210.56 2f0× 75≅=

Key Point:  The input 
signal power is often 
limited to well below the 
maximum quantizer swing 
to ensure stability, result-
ing in reduced SQNR.
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710 Chapter 18 • Oversampling Converters

the noise transfer function, , equals . Thus for a first-order modulator, , or in other
words, the block  is simply . 

Unfortunately, a slight coefficient error can cause significant noise-shaping degradation with this error-
feedback structure. For example, in a first-order case, if the delayed signal becomes  (rather than ), then

, and the zero is moved off dc. Such a shift of the zero will result in the quantization noise
not being fully nulled at dc and therefore would not be suitable for high oversampling ratios. Thus, this structure is not
well suited to analog implementations where coefficient mismatch occurs. In contrast, an interpolative structure has
the advantage that the zeros of the noise transfer function remain at dc as long as  has infinite gain at dc. This
high gain at dc can usually be obtained in analog implementations by using opamps with large open-loop gains and
does not rely on component matching. The error feedback structure is discussed here because it is useful for analysis
purposes and can work well for fully digital implementations (such as in D/A converters) where no coefficient
mismatches occur. 

A second-order modulator based on the error-feedback structure is shown in Fig. 18.13. For this case we have

(18.33)

implying that 

(18.34)

which is identical to (18.28), and we see that second-order noise shaping is obtained. In practical realizations, one
might have to take into account additional details such as preventing overflow and reducing complexity. For these
more advanced topics, the reader is referred to [Temes, 1996].

Fig. 18.12 The error-feedback structure of a general  modulator.
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18.3 System Architectures 711

18.3 SYSTEM ARCHITECTURES
In this section, we look at typical system architectures for oversampled A/D and D/A converters.

18.3.1 System Architecture of Delta-Sigma A/D Converters

The system architecture for a typical  oversampling A/D converter is shown in Fig. 18.14, and some exam-
ple signal spectra are shown in Fig. 18.15. In the case of digital audio, various sampling frequencies might be

 MHz,  kHz, which represent an oversampling ratio of 128. Here, the input signal, , is
sampled and held,5 resulting in the signal . This sampled-and-held signal is then applied to an A/D 
modulator, which has as its output a 1-bit digital signal . This 1-bit digital signal is assumed to be lin-
early related to the input signal  (accurate to many bits of resolution), although it includes a large amount of
out-of-band quantization noise. To remove this out-of-band quantization noise, a digital decimation filter is
used as shown. Conceptually, one can think of the decimation process as first reducing the quantization noise
through the use of a digital low-pass filter, resulting in the multi-bit signal . Note that this low-pass filter
will also remove any higher-frequency signal content that was originally on the input signal, , and thus also
acts as an anti-aliasing filter to limit signals to one-half the final output sampling rate, , as opposed to the
anti-aliasing filter at the input, which needed to only limit signals to frequencies less than . By contrast, in
a Nyquist-rate A/D converter, where  is only slightly greater than , the analog anti-aliasing filter must have
a very sharp cutoff to prevent unwanted signal content (including thermal noise) from aliasing into the band of
interest. Hence, oversampling A/D converters require additional digital lowpass filtering, but less analog anti-
aliasing filtering—often an desirable trade-off in integrated circuits.

Next,  is resampled at  to obtain  by simply keeping samples at a
submultiple of the oversampling rate and throwing away the rest. In Fig. 18.15 an
oversampling rate of only 6 is shown for clarity as opposed to the more typical val-
ues of 64 or 128 that are used in many commercial applications. This decimation
process does not result in any loss of information, since the bandwidth of the origi-
nal signal was assumed to be . In other words, the signal  has redundant
information since it is an oversampled signal where all of its spectral information
lies well below , and by throwing away samples, the spectral information is spread
over 0 to . Finally, it should be noted that there is no need to actually create the signal , and much digital
circuit complexity can be saved by combining the digital low-pass filter with the resampling block to directly

5. This sample-and-hold block is often inherent in the switched-capacitor modulator. Thus, the signal  may never physically exist 
in many realizations.

ΔΣ

Fig. 18.14 Block diagram of an oversampling A/D converter.
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produce the downsampled signal , as discussed in Section 18.4. The final signal, , would typically have
 resolution in digital audio applications.

It is of interest to look at what element most strongly affects the linearity of
this oversampling A/D system. Returning to the  modulator, note that an inter-
nal 1-bit D/A converter is used whose output signal is combined with the input sig-
nal such that, over the frequency band of interest, these two signals are nearly the
same. As a result, the overall linearity of this  modulator converter depends
strongly on the linearity of its internal D/A converter. For example, with a nonlinear
internal D/A converter and a slow linear ramp input signal, the low-frequency

content of the D/A converter’s output would essentially equal that ramp. However, the low-frequency content of
the digital input to the D/A converter would be a nonlinear ramp to account for the D/A converter’s nonlinearity.
Since the remaining digital circuitry is linear, the overall linearity of this oversampling A/D converter is most
strongly dependent on realizing a linear D/A converter inside the  modulator. In fact, nonlinearities in the
internal A/D converter (if it was multi-bit) have only a small effect on the linearity of the overall converter, since
the high gain in the feedback loop compensates for that nonlinearity.

Fig. 18.15 Signals and spectra in an oversampling A/D converter.
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18.3 System Architectures 713

18.3.2 System Architecture of Delta-Sigma D/A Converters

Most of the discussion so far has focused on  A/D converters, but much of it also applies to  D/A converters,
with a few qualifications. A high-resolution oversampling D/A converter using a 1-bit converter can be realized as
shown in the block diagram in Fig. 18.16. Some illustrative signals that might occur in this system are shown in
Fig. 18.17. The digital input signal, , is a multi-bit signal and has an equivalent sample rate of , where  is
slightly greater than the highest input signal frequency. For example, in a compact disc audio application, a 16-bit
input signal is used with a frequency band of interest from 0 to 20 kHz while the sample rate, , is 44.1 kHz. Note,
however, that  is actually just a series of numbers and thus its shown frequency spectrum has normalized the
sample rate to . Next, the input signal is upsampled to an equivalent higher sampling rate, , resulting in
the upsampled signal . In the example shown, the oversampling rate is only six (i.e., ), while
in typical audio applications,  is often near a 5-MHz rate (i.e., oversampling rate of 128). However,  has large
images left in its signal so an interpolation filter is used to create the multi-bit digital signal, , by digitally filter-
ing out the images. This interpolation filter is effectively a digital brick-wall-type filter that passes  to 
and rejects all other signals. The resulting signal, , is then applied to a fully digital  modulator that produces
a 1-bit output signal, , which has a large amount of shaped quantization noise. As discussed earlier, the main
reason for going to a 1-bit digital signal is so that a 1-bit D/A converter can now be used to create , which has
excellent linearity properties but still a large amount of out-of-band quantization noise. Finally, the desired output
signal, , can be obtained by using an analog filter to filter out this out-of-band quantization noise. The analog fil-
ter may be a combination of switched-capacitor and continuous-time filtering.

Some points to note here are that while oversampling allows the use of a 1-bit D/A converter, which can have
excellent linearity, the use of oversampling also relaxes some of the analog-smoothing filter specifications. For
example, if a 16-bit converter was used at the Nyquist rate, , the analog-smoothing filter would have to remove
the images in the signal instead of a precise digital interpolation filter removing these images. This specification can
be very demanding, as in a digital-audio application, where a near 96-dB attenuation is required at 24 kHz, while up
to 20 kHz should pass with unity gain. With the use of an oversampling approach, the digital interpolation filter is
faced with this strict specification rather than an analog smoothing filter. In fact, oversampling is often used in audio
applications with multi-bit D/A converters just to reduce this analog-smoothing filter’s complexity.

Another point to note is that the order of the analog low-
pass filter should be at least one order higher than that of the

 modulator. The reason for this choice is that if the analog
filter’s order is equal to that of the modulator, the slope of the
rising quantization noise will match the filter’s falling attenua-
tion, and thus the resulting quantization noise will be approxi-
mately a constant spectral density up to one-half the sampling
rate (i.e., ). By having a higher-order analog filter, the

ΔΣ ΔΣ

Fig. 18.16 Block diagram of a 1-bit oversampling D/A converter.
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714 Chapter 18 • Oversampling Converters

spectral density of the output signal’s quantization noise will have a bandwidth similar to the analog filter’s
bandwidth, which is around .

Finally, note that the analog filter must be able to strongly attenuate high-frequency noise, as much of the quan-
tization noise is centered around , and this analog filter should be linear so it does not modulate the noise
back to the frequency band of interest. In many applications, the realization of these filters, especially if they are
integrated, is nontrivial.

18.4 DIGITAL DECIMATION FILTERS
There are many techniques for realizing digital decimation filters in oversampling A/D converters. In this section, we
discuss two popular approaches—multi-stage and single-stage.

Fig. 18.17 Signals and spectra in an oversampling D/A converter.
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18.4 Digital Decimation Filters 715

18.4.1 Multi-Stage

One method for realizing decimation filters is to use a multi-stage approach,
as shown in Fig. 18.18. Here, the first-stage FIR filter, , removes
much of the quantization noise such that its output can be downsampled to
four times the Nyquist rate (i.e., ). This lower-rate output is applied to the
second-stage filter, which may be either an IIR filter, as shown in
Fig. 18.18(a), or a cascade of FIR filters, as shown in Fig. 18.18(b).

The  FIR filter is a cascade of  averaging filters where the
transfer function of a single averaging filter, , is given by

(18.35)

and  is the integer ratio of  to  (i.e., ). Note that the impulse response of this filter is finite, implying
it is an FIR-type filter. In addition, all of its impulse response coefficients are symmetric (in fact, they are all equal), and
thus it is also a linear-phase filter.6 Finally, note that the  multiplication term is easily realized by changing the
location of the fractional bits when  is chosen to be a power of two.

As an illustration of a series of averaging filters reducing quantization noise, consider an average-of-four fil-
ter (i.e., ) operating on the output of the 1-bit signal in Example 18.4. Since the output 1-bit sequence is

, the first averaged output, , would be given by

To obtain more attenuation of the quantization noise, the signal  can also be applied to a running-average-
of-four filter, giving  as

6. A linear-phase filter results in all frequency components being delayed by the same amount and is therefore desirable in applications 
where phase distortion is unwanted (such as hi-fi audio).

Key Point:  In a multi-stage deci-
mation filter, an initial lowpass fil-
ter removes much of the 
quantization noise. Its output is 
then downsampled so that the 
remaining filtering can be per-
formed at a lower clock frequency.

Fig. 18.18 Multi-stage decimation filters: (a) sinc followed by an IIR filter; (b) sinc 
followed by halfband filters.
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716 Chapter 18 • Oversampling Converters

and repeating this process to get  would give

Note the convergence of these sequences to a series of all samples equalling  as expected.
To show that the frequency response of an averaging filter, , has a sinc-type behavior, it is useful to

rewrite (18.35) as

(18.36)

which can also be rewritten as

(18.37)

Finally, we group together  terms and find the transfer function of this averaging filter can also be written in
the recursive form as

(18.38)

The frequency response for this filter is found by substituting , which results in

(18.39)

where . 
A cascade of  averaging filters has the response  given by

(18.40)

The reason for choosing to use  of these averaging filters in cascade is similar to the argument that the order of
the analog low-pass filter in an oversampling D/A converter should be higher than the order of the  modulator.
Specifically, the slope of the attenuation for this low-pass filter should be greater than the rising quantization noise,
so that the resulting noise falls off at a relatively low frequency. Otherwise, the noise would be integrated over a very
large bandwidth, usually causing excessive total noise.

An efficient way to realize this cascade-of-averaging filters is to write (18.40) as

(18.41)

and thus realize it as shown in Fig. 18.19 [Candy, 1992]. A point to note here is that at first glance it appears as
though this circuit will not operate properly due to a dc input causing saturation of the discrete-time integrators.
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18.4 Digital Decimation Filters 717

Fortunately, such a result does not occur when 2’s-complement arithmetic is used due to its wrap-around charac-
teristic. Specifically, although the dc levels at the integrator outputs may be incorrect, the differentiators compare
the present sample with that of  samples past while rejecting the dc component. Thus, as long as this difference
is properly maintained (as it would be using 2’s-complement arithmetic) the correct calculation is performed.

Referring once again to Fig. 18.18, the purpose of the filters following the  filter is twofold. One reason
for their use is to remove any higher-frequency input signals (in effect, a sharp anti-aliasing filter) before the signal
is downsampled to the final Nyquist rate (i.e., ). In other words, while the  filter is good at filtering out
the quantization noise, it is not sharp enough to act as a reasonable anti-aliasing filter for input signals slightly
higher than . A second reason is to compensate for the frequency drop in the passband caused by the  filter.
This anti-aliasing and sinc-compensation filter might be realized using a single IIR filter, as shown in
Fig. 18.18(a). Alternatively, a few halfband FIR filters might be used together with a separate sinc-compensation
FIR filter, as shown in Fig. 18.18(b). A halfband FIR filter has a passband from 0 to , while its stopband is
from  to  with every second coefficient being zero [Vaidyanathan, 1993]. Thus, with a high enough filter
order, its output can be downsampled by a factor of two. It has also been shown that in some applications, these
halfband and sinc-compensation filters can be realized using no general multi-bit multipliers [Saramaki, 1990].

18.4.2 Single Stage

Another approach for realizing decimation filters is to use a relatively high-
order FIR filter. For example, in [Dattorro, 1989], a 2048 tap FIR filter was
used to decimate 1-bit stereo outputs from two  modulators, each having
an oversampling ratio of 64. While this FIR order seems high, note that no
multi-bit multiplications are needed, since the input signal is simply 1-bit, so
all multiplications are trivial. In addition, the output need only be calculated
at the Nyquist rate (intermediate samples would be discarded anyway) such
that 2048 additions are required during one clock cycle at the Nyquist rate.
However, if only one accumulator is used to perform all 2048 additions, the clock rate of that accumulator would

Fig. 18.19 Realizing  as a cascade of integrators and differentiators: (a) downsampling 
performed after all the filtering; (b) a more efficient method where downsampling is done before 
the differentiators.
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718 Chapter 18 • Oversampling Converters

be 2048 times the Nyquist rate. For example, if the Nyquist rate is 48 kHz, the single accumulator would have
to be clocked at 98.3 MHz. To overcome this high clock rate, 32 separate FIR filters are realized (with shared
coefficients) in a time-interleaved fashion, with each FIR having 2048 coefficients and each producing an output
at a clock rate of 1.5 kHz. In this way, each of the 32 FIR filters uses a single accumulator operating at 3 MHz
(i.e., 2048 times 1.5 kHz). The coefficient ROM values were shared between the FIR filters (as well as in the two
stereo channels), and the ROM size can also be halved if coefficients are duplicated, as in the case of linear-phase
FIR filtering.

Finally, it is also possible to reduce the number of additions by grouping together input bits. For example, if
four input bits are grouped together, then a 16-word ROM lookup table can be used rather than using three addi-
tions. With such a grouping of input bits, each of the 32 FIR filters would require only 512 additions.

18.5 HIGHER-ORDER MODULATORS
In general, it can be shown that an Lth-order noise-shaping modulator improves the
SQNR by  dB/octave, or equivalently,  bits/octave. In this section, we
look at two approaches for realizing higher-order modulators—interpolative and
MASH. The first approach is typically a single high-order structure with feedback
from the quantized signal. The second approach consists of a cascade of lower-
order modulators, where the latter modulators are used to cancel the noise errors
introduced by the earlier modulators.

18.5.1 Interpolative Architecture

As discussed earlier, when compared to the error-feedback structure, the
interpolative structure of Fig. 18.6(a) is much better suited to analog
implementations of modulators due to its reduced sensitivity. One of the
first approaches for realizing higher-order interpolative modulators was
presented in [Chao, 1990]. It used a filtering structure very similar to a
direct-form filter structure; however, a direct-form-type structure made it
sensitive to component variations, which can cause the zeros of the noise
transfer function to move off the unit circle. To improve component sensi-
tivity, resonators can be used together with a modified interpolative struc-
ture, as shown in Fig. 18.20 [Ferguson, 1991]. Note here that a single
1-bit D/A signal is still used for feedback, and therefore its linearity will

Key Point:  Noise shaping 
with order L>2 offers the 
potential for further 
improvements in SQNR of 
6L+3 dB/octave or L+0.5 
bits/octave with respect to 
oversampling ratio.

6L 3+ L 0.5+

Key Point:  Interpolative higher-
order modulators permit the 
arbitrary placement of noise trans-
fer function zeros, offering improved 
SQNR performance compared to the 
placement of all zeros at dc, 
especially for relatively low OSR. 
However, it is nontrivial to guaran-
tee stability for such structures, and 
they are therefore often combined 
with multi-bit internal quantizers.

Fig. 18.20 A block diagram of a fifth-order modulator.
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18.5 Higher-Order Modulators 719

be excellent. The resonators in this structure are due to the feedback signals associated with  and , resulting in
the placement of zeros in the noise transfer function spread over the frequency-of-interest band. Such an arrange-
ment gives better dynamic range performance than placing all the zeros at dc as we have been assuming thus far.

Unfortunately, it is possible for modulators of order two or more to go unstable, especially when large
input signals are present. When they go unstable, they may never return to stability even when the large input
signals go away. Guaranteeing stability for an interpolative modulator is nontrivial and is discussed further in
Section 18.7. In particular, the use of multi-bit internal quantizers improves stability and is therefore often used
in combination with higher-order interpolative architectures.

18.5.2 Multi-Stage Noise Shaping (MASH) Architecture

Another approach for realizing modulators is to use a cascade-type structure where the overall higher-order modulator is
constructed using lower-order ones. The advantage of this approach is that since the lower-order modulators are
more stable, the overall system should remain stable. Such an arrangement has been called MASH (Multi-stAge
noise SHaping) [Matsuya, 1987].

The arrangement for realizing a second-order modulator using two first-order modulators is shown in
Fig. 18.21. The basic approach is to pass along the first section’s quantization error, , to another modulator
and combine the outputs of both modulators in such a way that the first section’s quantization noise is removed
completely. The output is then left with only the second section’s quantization noise, which has been filtered
twice—once by the second modulator and once by the post digital circuitry. Assuming linear models for the quan-
tizers, straightforward linear analysis for the first stage gives

(18.42)

f1 f2

Fig. 18.21 A second-order MASH modulator using two first-order modulators. 
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and for the second stage

(18.43)

The MASH output is then formed by passing the two digital outputs  and  through digital filters intended to
match  and  respectively.

(18.44)

If  and  then the entire second term disappears resulting in

(18.45)

so that the only quantization noise remaining is  shaped by both  and . In the case of Fig. 18.21, this
implies second-order noise shaping using two first-order modulators.

(18.46)

The approach can be generalized and extended to accommodate cascading
more than two modulators. Thus, a MASH approach has the advantage that
higher-order noise filtering can be achieved using lower-order modulators.
The lower-order modulators are much less susceptible to instability as com-
pared to an interpolator structure having a high order with a single feedback.
Unfortunately, MASH or cascade approaches are sensitive to finite
opamp gain, bandwidth and mismatches causing gain errors. Such errors
cause the analog integrators to have finite gain and pole frequencies
(see Section 18.7.5), making it difficult to ensure  and

 precisely as required for cancellation of the quantiza-
tion noise  in (18.44). In the above example, this would cause first-

order noise to leak through from the first modulator and hence reduce dynamic range performance.
In order to mitigate the mismatch problem, the first stage may be chosen to be a higher-order modulator such that

any leak-through of its noise has less effect than if this first modulator was first-order. For example, a third-order modula-
tor would be realized using a second-order modulator for the first stage and a first-order modulator for the second stage.

Another approach to combat errors in MASH architectures is to cancel these errors digitally by appropriately
modifying the digital filters  and  in Fig. 18.21. For example, test signals may be injected and later
cancelled digitally while using them to precisely identify  and  and match them with  and  [Kiss,
2000]. Also, it is very important to minimize errors due to input-offset voltages that might occur because of clock
feedthrough or opamp input-offset voltages. Typically, in practical realizations additional circuit design tech-
niques will be employed to minimize these effects.

Finally, note that the use of this MASH approach results in the digital output signal, , being a four-level
signal (rather than two-level) due to the combination of the original two-level signals. Such a four-level signal
would require a linear four-level D/A converter in a D/A application. For A/D applications, it makes the FIR
decimation filter slightly more complex.
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Key Point:  Multi-stage noise shap-
ing (MASH) oversampling convert-
ers cascade lower order modulators 
to realize high-order noise shaping. 
Since the constituent stages are 
each first- or second-order, it is easy 
to ensure stability. However, MASH 
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18.6 Bandpass Oversampling Converters 721

18.6 BANDPASS OVERSAMPLING CONVERTERS
As we have seen, oversampling converters have the advantage of high linearity through the use of 1-bit conversion
and reduced anti-aliasing and smoothing-filter requirements. However, at first glance some signals do not appear
to easily lend themselves to oversampling approaches such as modulated radio signals. Such signals have informa-
tion in only a small amount of bandwidth, say 10 kHz, but have been modulated by some higher-frequency carrier
signal, say 1 MHz. For such applications, one can make use of bandpass oversampling converters.

In low-pass oversampling converters, the transfer function  in Fig. 18.6 is chosen such that it has a high gain
near dc, and thus quantization noise is small around dc. In a similar way, bandpass oversampling converters are realized
by choosing  such that it has a high gain near some frequency value, , [Schreier, 1989]. With such an approach,
the quantization noise is small around , and thus most of the quantization noise can be removed through the use of a
narrow bandpass filter of total width  following the modulator. Thus, in the case of a bandpass A/D converter
intended for digital radio, post narrowband digital filtering would remove quantization noise as well as adjacent radio
channels. In addition, further digital circuitry would also perform the necessary demodulation of the signal.

An important point here is that the oversampling ratio for a bandpass converter is equal to the ratio of the
sampling rate, , to two times the width of the narrow-band filter, , and it does not depend on the value of .
For example, consider a bandpass oversampling converter with a sampling rate of  MHz, which is intended
to convert a -kHz signal bandwidth centered around  MHz (or ). In this case,  kHz, resulting
in the oversampling ratio being equal to

(18.47)

To obtain a high gain in  near , a similar approach to the low-pass case is taken. In a first-order low-
pass oversampling converter,  is chosen such that it has a pole at dc (i.e., ) and such that the noise trans-
fer function, , has a zero at dc. In a second-order bandpass oversampling converter with ,  is
chosen such that it has poles at . In other words,  is a resonator that has an infinite gain at the fre-
quency . The zeros of the noise transfer function for this type of second-order oversampling converter are
shown in Fig. 18.22, together with a similar low-pass case. 

A block diagram for the example bandpass modulator is shown in Fig. 18.23, where one can derive  to be
given by

(18.48)
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Fig. 18.22 Noise-transfer-function zeros for oversampling converters: (a) first-order low-pass;
(b) second-order bandpass.
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722 Chapter 18 • Oversampling Converters

Note that this second-order example has poles at , and therefore the noise transfer function, , has only
one zero at  and another zero at . For this reason, the dynamic range increase of a second-order bandpass con-
verter equals that of a first-order low-pass converter that also has only one zero at dc. Specifically, the dynamic
range increase of a second-order bandpass converter is  bits/octave or, equivalently, 9 dB/octave. To obtain the
equivalent dynamic range increase of a second-order low-pass converter (i.e., 15 dB/octave), a fourth-order band-
pass converter would have to be used. The first design of an integrated bandpass oversampling A/D converter was
presented in [Jantzi, 1993].

18.7 PRACTICAL CONSIDERATIONS

18.7.1 Stability

As with any feedback-type system, delta-sigma modulators have the potential to go unstable. A stable modulator
is defined here as one in which the input (or inputs) to the quantizer (or quantizers) remains bounded such that the
quantization does not become overloaded. An overloaded quantizer is one in which the input signal goes beyond
the quantizer’s normal range, resulting in the quantization error becoming greater than .

Unfortunately, the stability of higher-order 1-bit modulators is not well understood as they include a highly
nonlinear element (a 1-bit quantizer), resulting in the system being stable for one input but unstable for another.
As a general rule of thumb, keeping the peak frequency response gain of the noise-transfer function, , less
than 1.5 often results in a stable modulator [Chao, 1990].7 In mathematical terms,

(18.49)

should be satisfied for a 1-bit quantizer. It should be noted that this stability crite-
rion has little rigorous justification and that there does not presently exist any nec-
essary and sufficient stability criterion for  modulators having arbitrary inputs.
There is, however, a rigorous 1-norm stability test (which is sufficient but not nec-
essary), but it is often too conservative, as it eliminates many “stable” modulators
[Anastassiou, 1989]. Hence, extensive simulations are used to confirm the stability
of integrated circuit modulators. For a summary of stability tests for  modula-
tors, the reader is referred to [Schreier, 1993].

It should be mentioned here that the stability of a modulator is also related to the
maximum input signal level with respect to the 1-bit feedback as well as the poles of the noise transfer function. Spe-
cifically, a modulator can be made more stable by placing the poles of the system closer to the noise-transfer-function

7. A figure of 2 was used in the reference but 1.5 appears to be a more practical choice.
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18.7 Practical Considerations 723

zeros. Also, a more stable modulator allows a larger maximum input signal level. However, this stability comes at a
dynamic-range penalty since less of the noise power will then occur at out-of-band frequencies, but instead the noise
will be greater over the in-band frequencies.

Since the stability issues of higher-order modulators are not well understood (particularly for arbitrary inputs),
additional circuitry for detecting instability is often included, such as looking for long strings of 1s or 0s occurring.
Alternatively, the signal amplitude at the input of the comparator might be monitored. If predetermined amplitude
thresholds are exceeded for a specified number of consecutive clock cycles, then it is assumed that the converter has
gone (or is going) unstable. In this case, the circuit is changed to make it more stable. One possibility is to turn on
switches across the integrating capacitors of all integrators for a short time. This resets all integrator outputs to zero.
A second alternative is to change the modulator into a second- or even first-order modulator temporarily by using
only the first one or two integrators and resetting other integrators. Another possibility is to eliminate the comparator
temporarily and feed back the input signal to the comparator. This changes the modulator into a stable filter.

Modulators having multi-bit internal quantization exhibit improved stabil-
ity over their 1-bit counterparts, and are therefore often used in higher order
modulators and at low . When used for A/D conversion, they require high-
linearity DACs. Fortunately, a number of architectures have been proposed to
lessen the linearity requirements on the DACs, as described in Section 18.8.

18.7.2 Linearity of Two-Level Converters

It was stated earlier that 1-bit D/A converters are inherently linear since they
need only produce two output values and two points define a straight line. However, as usual, practical issues limit
the linearity of D/A converters—even those having only two output levels. It should be pointed out here that most
of the linearity issues discussed below are also applicable to multi-level converters, but we restrict our attention to
two-level converters for clarity.

One limitation is when the two output levels somehow become functions of the low-frequency signal they are
being used to create. For example, if the two voltage levels are related to power supply voltages, then these power-
supply voltages might slightly rise and fall as the circuit draws more or less power. Since typically the amount of
power drawn is related to the low-frequency signal being created, distortion will occur. A mechanism whereby this
occurs is if a different amount of charge is being taken from the voltage references when a 1 is being output from the
1-bit D/A converter, as opposed to when a 0 is being output from the D/A converter. A somewhat more subtle but
similar mechanism can occur due to the clock feedthrough of the input switches. This feedthrough is dependent on
the gate voltages driving the input switches and therefore on the power-supply voltages connected to the drivers of
the input switches. It is possible that these voltages can change when more 1s than 0s are being output by the
D/A converter; having well-regulated power-supply voltages on the drivers for the input switches is very important.
A similar argument can be made about any clock jitter in the converter. Thus, for high linearity it is important that
the two output levels and associated clock jitter not be a function of the low-frequency input signal.

A more severe linearity limitation occurs if there is memory between output levels. For example, consider the
ideal and typical output signals for a two-level D/A converter, shown in Fig. 18.24. The area for each symbol is
defined to be the integral of the waveform over that symbol’s time period. Notice that for the typical output signal,
the area is dependent on the past symbol and that difference is depicted using . As an illustrative example, con-
sider the average voltage for three periodic patterns corresponding to average voltages of , , and  when

 and  are  volt.
In the ideal case, both  and  are zero as the waveform is memoryless. Thus, the three periodic patterns ,
, and  result in the following averages:

Key Point:  Multi-bit internal 
quantization improves stabil-
ity and therefore is often used 
in high order modulators with 
low OSR. In A/D converters, it 
is combined with linearity 
enhancement techniques for 
the feedback DAC.
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724 Chapter 18 • Oversampling Converters

:

:

:

By calculating the differences,  and , and noting that they are identical, we conclude
that , , and  lie along a straight line and therefore this memoryless D/A converter is perfectly linear.

In the typical waveform case, the three periodic patterns result in the following averages:

:

:

:

Now, these three averages do not lie on a straight line except when . Thus, one way to obtain high
linearity is to match falling and rising signals—a very difficult task since they are typically realized with different
types of devices.

A better way to obtain linearity without matching rising and falling signals of the D/A converter is to use
some sort of memoryless coding  sc heme. For example, consider the return-to-zero coding scheme shown in
Fig. 18.25. It is not difficult to see here that since the area of one output bit does not depend on any previous bits,
the coding scheme is memoryless and the output signal will remain linear. Naturally, other memoryless schemes
can also be used, such as using two levels of opposite signs but ensuring that the signal settles to ground between
samples.

It is of interest to see how this memoryless coding is applied in oversampling A/D converters. Presently, most
oversampling A/D converters are realized using a switched-capacitor technology for linearity reasons. Switched
capacitor circuits naturally realize memoryless levels as long as enough time is left for settling on each clock phase.
In other words, switched-capacitor circuits implement memoryless coding since capacitors are charged on one
clock phase and discharged on the next. For the same reason, the first stage of filtering in oversampling D/A

0 1 1 1 1 1 1 1 1, . . .–, ,–, ,–, ,–,{ } va t( ) A1 A0+

2
------------------=→

Fig. 18.24 A nonreturn-to-zero (NRZ) 1-bit D/A converter typical output.
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18.7 Practical Considerations 725

converters is often realized using switched-capacitor filters, which is followed by continuous-time filtering.
However, some type of memoryless coding should be used when high linearity is desired from a 1-bit D/A output
either fed directly to a continuous-time filter in an oversampling D/A or used in the internal operation of a contin-
uous-time oversampling A/D converter.

18.7.3 Idle Tones

Consider the case of applying a dc level of 1/3 to a first-order  modulator having a  quantizer with output
levels of  (as in Example 18.4). With such an input, the output of the modulator will be a periodic sequence of
two 1s and one –1. In other words,

(18.50)

This output periodic pattern is three cycles long and its power is concentrated at dc and . Although the output
pattern is periodic, the post low-pass filter will eliminate the high-frequency content such that only the dc level of
1/3 remains.

Now consider applying a dc level of  to the same modulator. For this case, the out-
put sequence becomes

(18.51)

The period of this output pattern is now 16 cycles long and has some power at . With an oversampling ratio
of eight (i.e., ), the post low-pass filter will not attenuate the signal power at  since that fre-
quency is just within the frequency band of interest. In other words, a dc level of  into this modulator will
produce the correct dc output signal but have a superimposed  signal on it even when using a brick-wall
type low-pass filter. 

While the preceding example shows a tone occurring at , it is not difficult to find other cases that would
produce frequency tones at much lower frequencies, say . Such low-frequency tones will not be filtered out
by the next stage low-pass filter and can lead to annoying tones in the audible range.8 In addition, although a first-
order modulator was used in the above example, it has been shown that annoying audible tones exist even in
higher-order modulators [Norsworthy, 1993]. Finally, it should be mentioned that these tones might not lie at a
single frequency but instead be short-term periodic patterns. In other words, a tone appearing near 1 kHz might
actually be a signal varying between 900 Hz and 1.1 kHz in a random-like fashion.

8. Human hearing can detect tones buried beneath white noise.

Fig. 18.25 A return-to-zero (RZ) coding scheme, which is one example of a memoryless coding 
scheme.
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726 Chapter 18 • Oversampling Converters

18.7.4 Dithering

One way to reduce the amount of idle tones in modulators is through the use of dithering. The term dithering here
refers to the act of introducing some random (or pseudo-random) signal into a modulator.

Assuming the random signal to be introduced has a white-noise type spec-
trum, then the most suitable place to add the dithering signal is just before the
quantizer, as shown in Fig. 18.26. The reason for adding it at this location is so
that the dithering signal becomes noise shaped in the same manner as the quan-
tization noise, and thus a large amount of dithering can be added. Typically, the
dithering signal is realized using some sort of pseudo-random number generator
with only a few bits of resolution, but its total noise power is comparable to the
quantization noise power. Thus, the use of dithering in a D/A converter would
require a small additional digital adder, while a small D/A converter would be
needed in an oversampling A/D converter.

It should be noted that the use of dither to reduce idle tones is not an attempt to add noise to mask out the
tones but instead breaks up the tones so that they never occur. However, since the noise power of the dithering sig-
nal is similar to the quantization noise power, the use of dithering adds about 3 dB extra in-band noise and often
requires rechecking the modulator’s stability.

18.7.5 Opamp Gain

A switched-capacitor integrator with a finite opamp gain, , results in the integrator having a transfer function
(see Problem 14.6) of

(18.52)

Assuming  as is typical in oversampled converters, the pole has moved to the left of  by an amount
. With this knowledge, we can determine the new NTF zeros due to finite opamp gain by substituting 

with . In other words, we substitute all ideal integrators with damped integrators and recalculate the
transfer functions. Such an approach results in the NTF zeros, which were located at  for a low-pass design,
to be moved to . Thus, the shaped quantization noise does not drop to zero at dc but instead levels
off near dc. Such a zero near  results in the 3-dB break frequency being approximately equal to  rad/
sample. Now, we note that the frequency band of interest, , should be greater than  rad/sample since the
shaped quantization noise is flat below that level. In other words, if  is below where the quantization noise flattens

Key Point:  The nonlinear 
dynamics of 1-bit oversampling 
modulators can result in idle 
tones within the signal band 
when applying dc or slowly-
varying inputs. An additive 
pseudo-random dither signal 
can break up the tones but 
raises the noise floor.

Fig. 18.26 Adding dithering to a delta-sigma modulator. Note that the dithered signal is also 
noise shaped.
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18.8 Multi-Bit Oversampling Converters 727

out, then we are not obtaining any further noise-shaping benefits. Thus, any further doubling of the oversampling
ratio will only improve the SNR by 3 dB/octave. Finally, we can write the following requirement:

(18.53)

and recalling that , we can rearrange this to

(18.54)

Of course, some approximations have been made here, such as having
the two capacitors of the integrator equal (that is ) and having the
3-dB break point being sharp, as well as allowing noise to be flat from
dc to  (rather than shaped). In summary, designers will typically
ensure that the opamp gain is at least twice the oversampling ratio,
which is not usually a difficult requirement.

In addition, the above analysis only applies to modulators having a
single D/A feedback and does not apply to MASH or cascade modula-
tors, where larger opamp gains are often required to aid matching
between digital and analog signal paths.

18.8 MULTI-BIT OVERSAMPLING CONVERTERS
Although 1-bit oversampling converters have the advantage that they can realize highly linear data conversion,
they also have some disadvantages. For example, 1-bit oversampling modulators are prone to instability due to the
high degree of nonlinearity in the feedback. Another disadvantage is the existence of idle tones, as previously dis-
cussed. Additionally, in oversampling D/A converters, the use of a 1-bit D/A converter results in a large amount of
out-of-band quantization noise, which must be significantly attenuated using analog circuitry. Such a task often
requires relatively high-order analog filtering (recall that the low-pass filter should be at least one order higher
than the modulator order). Also, the dynamic range of the analog filter may have to be significantly higher than
the converter’s dynamic range since the filter’s input must cope with power of both the quantization noise and sig-
nal itself. Since the quantization noise may be up to 15 dB larger in level than the signal level, such an extension
in the dynamic range makes the realization of analog filters for oversampling D/A converters nontrivial. The use
of a multi-bit D/A converter can significantly reduce this large amount of quantization noise, but care must be taken
to ensure that the multi-bit converter remains linear. Typically, a multi-bit oversampling system would be similar to
that shown in Fig. 18.16, except that an M-bit quantizer would be used in the digital modulator, and its output
would drive an M-bit D/A converter. This section will briefly discuss some multi-bit oversampling converter archi-
tectures that employ methods so that the overall system remains highly linear.

18.8.1 Dynamic Element Matching

One approach for realizing a multi-bit D/A converter intended
for oversampling systems is that of dynamic element matching
[Carley, 1989]. With this approach, a thermometer-code D/A
converter is realized, and randomization is used to effectively
spread the nonlinearity over the whole frequency range. For
example, a 3-bit D/A converter using dynamic element matching
is shown in Fig. 18.27. Here, the 8-line randomizer makes use of
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Key Point:  Opamps in analog overs-
ampling modulators should have a dc 
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modulators where higher gains may 
be required to ensure digital and ana-
log transfer functions are matched.
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Key Point:  Dynamic element matching ran-
domizes the use of analog elements in a D/A 
to eliminate the tones that would otherwise 
result from mismatches, making instead spec-
trally-shaped noise. It enables the use of 
multi-bit D/As in highly linear oversampling 
converters.

c18.fm  Page 727  Sunday, October 23, 2011  3:31 PM



728 Chapter 18 • Oversampling Converters

a pseudo-random code to distribute the thermometer lines equally to each of the unit capacitances, . Using the
simplest randomization approaches, the mismatch “noise” from this multi-bit converter is not shaped by any feed-
back loop and therefore appears more white than high-pass filtered [Carley, 1989].

Dynamic element matching has been extended to include noise shaping the nonlinearity introduced by the
D/A [Leung, 1992; Galton, 1997]. These approaches enable much lower oversampling ratios and can be used
while maintaining high linearity with a reasonably coarse DAC mismatch. They are currently the most popu-
lar approach to mitigating D/A nonlinearity errors in oversampling converters. Some examples are [Chen,
1995; Adams, 1995; Baird, 1995].

18.8.2 Dynamically Matched Current Source D/A Converters

Another method of maintaining high linearity in an oversampling D/A system is through the use of a highly linear
D/A converter operating at the fast oversampling rate. Such high linearity has been achieved using dynamically
matched current sources similar to those described in Section 16.3.3 [Schouwenaars, 1991].

18.8.3 Digital Calibration A/D Converter

One way to make use of a multi-bit D/A converter in an oversampling A/D modulator is to have a calibration cycle
where digital circuitry is used to model the static nonlinearity of the D/A converter, as shown in Fig. 18.28 [Larson,
1988]. With this approach, the multi-bit digital signal  creates  output levels at , which are consistent
in time but not necessarily linearly related to . However, the feedback loop of the modulator forces the in-band
frequency of  to very closely equal , and thus  is still linearly related to . Through the use of the
digital correction circuitry, the signal  also equals  if its nonlinearity equals that of the D/A converter. To
realize this digital correction circuitry, a  word look-up RAM is used where the size of each RAM word is at least
equal to the desired linearity. For example, if a 4-bit D/A converter is used and 18 bits of linearity is desired, then
the digital correction circuitry consists of a 16-word RAM, each of length 18 bits or greater (or equivalently, a 288-
bit RAM). Furthermore, this RAM size can be reduced by digitizing only the difference between the desired linear-
ity and the expected linearity of the D/A converter [Sarhang-Nejad, 1993]. For example, if the D/A converter is

C

Fig. 18.27 Dynamic element matching 3-bit D/A converter.
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18.8 Multi-Bit Oversampling Converters 729

expected to have a linearity of at least 9 bits, then the RAM need only have a word length of 10 bits for 18-bit over-
all linearity.

The calibration of the digital correction circuitry can be accomplished by reconfiguring the  A/D modula-
tor to a single-bit system. Next, the input to this 1-bit converter is one of the 4-bit D/A converter levels to be cali-
brated. In other words, the multi-bit converter’s input is held constant while its output is applied to the 1-bit A/D
modulator for many clock cycles. The resulting 1-bit signal is digitally low-pass filtered and gives the desired
digital equivalent value of that particular dc level for the D/A converter. This procedure is repeated 16 times to
find all the 16 words of RAM.

Finally, it should be mentioned that a similar approach can be used to improve the linearity of a multi-bit
oversampling D/A converter, except in this case the digital correction circuit would be in the feedback portion of
the digital modulator.

18.8.4 A/D with Both Multi-Bit and Single-Bit Feedback

Another very interesting alternative architecture uses both multi-bit feedback and single-bit feedback [Hairape-
tian, 1994]. A third-order example of this A/D is shown in Fig. 18.29. If one assumes that the errors due to the
quantization of the 1-bit A/D and 5-bit A/D are , and , respectively, and also that the 5-bit D/A injects
errors due to its nonlinearity given by , then by applying a linear analysis to the system of Fig. 18.29 it can
be shown that

(18.55)

After digital signal processing, the digital output signal, , is given by

(18.56)

It is seen that, based on the assumption of perfect integrators, the quantization noise due to the 1-bit A/D is
cancelled exactly, the quantization noise due to the 5-bit A/D undergoes third-order noise shaping, and the noise
due to the nonlinearity of the 5-bit D/A converter undergoes second-order shaping. Of course, if the integrators are
not perfect, then the cancellation of the quantization noise of the 1-bit A/D will not be perfect, but any errors in the
cancellation still undergo second-order noise shaping. It can be shown that the stability characteristics of this
system are very similar to those of a second-order  A/D converter. It should also be noted that the digital signal
processing required does not require any multiplications, but that multi-bit signals must be processed by the
following decimator, which complicates its realization.

Fig. 18.28 Digitally corrected multi-bit A/D modulator.
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18.9 THIRD-ORDER A/D DESIGN EXAMPLE
In this section, a design example is presented for a third-order oversampled switched-capacitor A/D converter. In
this example, all the zeros of the noise transfer function (NTF) are placed at  (i.e., dc) so that the converter
could be used for various oversampling ratios. In other words, the zeros are not spread over the frequency band of
interest, as that would restrict the converter’s usefulness to a particular oversampling ratio.

Since all the zeros are assumed to be at , the NTF has the following form:

(18.57)

To find the poles of the system, given by the roots of , we need to ensure modulator stability while shaping as
much quantization noise away from dc as possible. To ensure modulator stability, recall that a heuristic approach
is to restrict the peak NTF magnitude response to less than 1.5. However, to shape the quantization noise away
from dc, we wish to make the NTF as large as possible outside the frequency band of interest. Thus, the best NTF
choice would be one which has a flat gain of 1.4 at high frequencies. Such a high-pass filter is obtained (i.e., no
peaking in the NTF) when the poles are placed in a Butterworth configuration, as shown in Fig. 18.30. Thus, the

Fig. 18.29 An A/D architecture that uses both multi-bit and single-bit feedback.
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18.9 Third-Order A/D Design Example 731

denominator is found using digital filter software to design a third-order high-pass digital filter where the pass-
band is adjusted until the peak NTF is less than 1.4 (i.e., ). Specifically, with a passband edge at

, a third-order Butterworth high-pass filter has a peak gain equal to 1.37, and thus the  is given by

(18.58)

By rearranging (18.16), we can find  in term of , resulting in

(18.59)

which, for the function given in (18.58), results in

(18.60)

Next, a suitable implementation structure is chosen. In this case, a cascade-of-integrators structure was used,
as shown in Fig. 18.31. The  coefficients are included for dynamic-range scaling and are initially set to

, while the last term, , is initially set equal to . By initially setting , we are allowing the
input signal to have a power level similar to that of the feedback signal, . In other words, if  were initially set
equal to one and  were quite small, then the circuit would initially be stable for only small input-signal levels.

Coefficient values for  are then found by deriving the transfer function from the 1-bit D/A output to  and
equating that function to  in (18.60). Specifically, assuming , we find the following :

(18.61)

Equating (18.61) with (18.60), we find an initial set of coefficients to be

(18.62)

It is then necessary to perform dynamic-range scaling. Dynamic scaling is necessary to ensure that all nodes
have approximately the same power level, so that all nodes will clip near the same level, and there will be no
unnecessarily large noise gains from nodes with small signal levels. Here, dynamic-range scaling was accom-
plished by simulating the system in Fig. 18.31 with the coefficients just given and an input sinusoidal wave with a
peak value of 0.7 at a frequency of . Following the simulation, the maximum values at nodes

 were found to be 0.1256, 0.5108, and 1.004, respectively. To increase the output level of a node by a

NTF ejω( ) 1.4<
fs 20⁄ NTF z( )

NTF z( ) z 1–( )3

z3 2.3741z2– 1.9294z 0.5321–+
---------------------------------------------------------------------------------=

H z( ) NTF z( )

H z( ) 1 NTF z( )–

NTF z( )
-----------------------------=

H z( ) 0.6259z2 1.0706z– 0.4679+

z 1–( )3
----------------------------------------------------------------------=

Fig. 18.31 The cascade-of-integrators structure used to realize the third-order modulator. Note that 
 coefficients are used for dynamic-range scaling and are initially set to  and  .αi α1 β1= α2 =α3 1=

1-bit D/A

–

u n( ) y n( )
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732 Chapter 18 • Oversampling Converters

factor , the input branches should be multiplied by , while the output branches should be divided by . For
example, the maximum value of node  is increased to unity by multiplying both  and  by  and
dividing  by . Similarly, node  is scaled by dividing  and  by 0.5108 and multiplying 
by 0.5108. Node  was left unchanged, as its maximum value was already near unity. Such a procedure results in
the following final values for the coefficients.

(18.63)

Finally, the block diagram of Fig. 18.31 can be realized by the switched-capacitor circuit shown in Fig. 18.32
to obtain the final oversampled A/D converter.

18.10 KEY POINTS
• Oversampling converters relax the requirements placed on the analog circuitry at the expense of more compli-

cated digital circuitry. [p. 696]
• Quantization with a step size “LSB” can be modeled as an additive quantization noise uniformly distributed

between –LSB/2 and +LSB/2 with a white power spectrum and total power of LSB2/12. [p. 697]

k k k
V1 α1 β1 1 0.1256⁄

α2 1 0.1256⁄ V2 0.1256α2 β2 α3

V3

α′1 0.1847= , α′2 0.2459= , α′3 0.5108=

β′1 0.1847= , β′2 0.2639= , β′3 0.4679=

Fig. 18.32 A switched-capacitor realization of the third-order modulator example.
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18.10 Key Points 733

• Oversampling a signal at OSR times the Nyquist rate, without spectrally shaping the quantization noise, results
in a SNR enhancement of 10 log(OSR) dB. [p. 700]

• One-bit D/A converters are inherently linear. Hence, when combined with a high oversampling ratio, they can
provide a good signal to quantization noise and distortion ratio. [p. 702]

• To shape the spectrum of a quantization noise source, it is placed within a feedback loop whose response is
designed to attenuate the quantization noise in the band of interest. [p. 704]

• Using a single integrator inside a DS modulator feedback loop places a zero at dc in the noise transfer function
providing first-order noise shaping for low-pass signals. [p. 704]

• First-order noise shaping permits SQNR to increase by 1.5 bits/octave with respect to oversampling ratio, or 9
dB for every doubling of OSR. [p. 706]

• Second-order noise shaping increases SQNR by 15 dB for each doubling of OSR, or equivalently by 1.5 bits/
octave. [p. 708]

• The input signal power is often limited to well below the maximum quantizer swing to ensure stability, resulting
in reduced SQNR. [p. 709]

• Oversampling A/D converters require additional digital low-pass filtering, but less analog anti-aliasing
filtering—often an desirable trade-off in integrated circuits. [p. 711]

• The linearity of oversampled A/D converters depends more strongly on the linearity of its internal D/A con-
verter than on its internal quantizer. [p. 712]

• Oversampling D/A converters require a very linear but low-resolution internal D/A converter, and an analog
smoothing filter whose order should be at least one greater than that of the noise shaping and must have suffi-
cient dynamic range to accommodate both signal and large quantization noise power at its input. [p. 713]

• In a multi-stage decimation filter, an initial lowpass filter removes much of the quantization noise. Its output is
then downsampled so that the remaining filtering can be performed at a lower clock frequency. [p. 715]

• In single-stage decimation, one filter operates on a low-resolution noise-shaped signal providing the decimated
output. Because of the high filter order, several time-interleaved filters may be used in parallel. [p. 717]

• Noise shaping with order L>2 offers the potential for further improvements in SQNR of 6L+3 dB/octave or
L+0.5 bits/octave with respect to oversampling ratio. [p. 718]

• Interpolative higher-order modulators permit the arbitrary placement of noise transfer function zeros, offering
improved SQNR performance compared to the placement of all zeros at dc, especially for relatively low OSR.
However, it is nontrivial to guarantee stability for such structures, and they are therefore often combined with
multi-bit internal quantizers. [p. 718]

• Multi-stage noise shaping (MASH) oversampling converters cascade lower order modulators to realize high-
order noise shaping. Since the constituent stages are each first- or second-order, it is easy to ensure stability.
However, MASH converters require digital filtering whose coefficients are matched to those of analog circuitry.
[p. 720]

• The stability of 1-bit modulators is not well understood, but as a rule of thumb keeping the peak magnitude
response of the noise transfer function below 1.5 often results in a stable modulator. [p. 722]

• Multi-bit internal quantization improves stability and therefore is often used in high order modulators with low
OSR. In A/D converters, it is combined with linearity enhancement techniques for the feedback DAC. [p. 723]

• The nonlinear dynamics of 1-bit oversampling modulators can result in idle tones within the signal band when
applying dc or slowly-varying inputs. An additive pseudo-random dither signal can break up the tones but raises
the noise floor. [p. 726]

• Opamps in analog oversampling modulators should have a dc gain at least twice the oversampling ratio, which
is not usually a difficult requirement. An exception is MASH modulators where higher gains may be required to
ensure digital and analog transfer functions are matched. [p. 727]

c18.fm  Page 733  Sunday, October 23, 2011  3:31 PM



734 Chapter 18 • Oversampling Converters

• Dynamic element matching randomizes the use of analog elements in a D/A to eliminate the tones that would
otherwise result from mismatches, making instead spectrally-shaped noise. It enables the use of multi-bit D/As
in highly linear oversampling converters. [p. 727]
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18.12 PROBLEMS

18.12.1 Section 18.1: Oversampling without Noise Shaping

18.1 A converter with no noise shaping exhibits a SNR of 40 dB over a 1-MHz signal bandwidth. By what factor must 
the sampling rate be increased (without noise shaping) to obtain a maximum SNR of 80 dB?

18.2 A white noise source has a power of 1 mW when sampled at . If the same signal is sampled at 
 and the result low-pass filtered with a bandwidth of , what is the resulting noise power?

18.3 Given that an 8-bit A/D converter has a SNR of 50 dB but is linear to 12 bits, what is the sampling rate required to 
achieve 12 bits of accuracy using straight oversampling on a signal bandwidth of 1 MHz?

18.12.2 Section 18.2: Oversampling with Noise Shaping

18.4 Repeat Example 18.4, except use a dc input level of . At what frequency would a tone appear (relative to the 
sampling rate, )?

18.5 Repeat  Example 18.4, except use a dc input level of  to see if the internal state of the modulator saturates.
18.6 Repeat  Example 18.4, except use an input sequence of  to see if the internal 

state of the modulator saturates. This problem demonstrates that a large level input signal can be applied to a mod-
ulator if its signal power resides at a frequency where the gain of  is low.

18.7 Repeat Problem 18.3, assuming that the 8-bit A/D converter is placed inside a first-order delta-sigma modulator. 
What is the sampling rate if a second-order modulator is used?

18.8 Assuming a 1-bit modulator has an output signal of  and the input sinusoidal signal is  peak-to-peak, what 
is the ratio of the signal power to quantization noise power before any filtering is applied?

18.9 What does the block  need to be in Fig. 18.13 in order that a second-order noise transfer function is real-
ized equal to ?

18.10 Assume that the switched capacitor realization of the first-order A/D modulator in Fig. 18.9 introduces thermal 
noise at a rms input-referred level of . Using a one-bit quantizer, and allowing equal noise contributions 
from the thermal noise and quantization noise, find the required value of  (at a temperature 300 K) and of  
in order to achieve an SNR of 90 dB.

18.11 Show a switched-capacitor modulator realizing the second-order modulator shown in Fig. 18.10.
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18.12.3 Section 18.3: System Architectures

18.12 The analog input  to the oversampled A/D converter system shown in Fig. 18.14 contains a signal power of 
 within a signal bandwidth of  and white noise with a spectral density of . 

Assuming a first-order anti-aliasing filter is used, what is the SNR at the input to the modulator, ? Assuming a 
1-bit first-order modulator, what  is required to ensure that quantization noise is less than the input noise?

18.13 An oversampled D/A converter utilizes second order noise shaping and a sampling rate of  with 
. What should be the bandwidth and order of the following analog smoothing filter? Assuming a 

Butterworth smoothing filter is used, estimate the attenuation at .

18.12.4 Section 18.4: Digital Decimation Filters

18.14 Show that the sequence of  into a cascade of three integrators and differentia-
tors shown in Fig. 18.19 gives the correct running average. Assume that the adders have infinite width and that 

.
18.15 At first glance, the impulse response of a running average filter of length 4 might appear the same as that for a 

hold system that holds the input signal for length 4. By producing a block diagram for each system, explain the 
difference between the two systems.

18.12.5 Section 18.5: Higher-Order Modulators

18.16 You are to realize a third-order MASH by cascading three first-order stages as shown in Fig. P18.16. The second 
and third stages accept as inputs the quantization errors of the previous stages, . Assuming all of the 
discrete-time integrators are ideal, find the digital filters , , and  that should be applied to the outputs of 
each of the three modulators before summing them so that the overall MASH output  includes only the input 
signal  and third-order shaped quantization noise.

18.17 Show the block diagram for a MASH architecture that realizes third-order noise shaping using a second-order 
modulator (as shown in Fig. 18.10) and a first-order modulator.
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18.12.6 Section 18.6: Bandpass Oversampling Converters

18.18 Sketch the noise transfer function from 0 to 4 MHz for the second-order bandpass modulator shown in Fig. 18.23, 
assuming the sampling rate, , equals 4 MHz.

18.19 Show how the block diagram in Fig. 18.23 can be modified so that the bandpass modulator places zeros at  
rather than .

18.12.7 Section 18.7: Practical Considerations

18.20 Using the “typical” waveform pattern shown in Fig. 18.24, find the practical average outputs when , , and 
 have been applied to the first-order modulator shown in Fig. 18.7.

18.21 A single-bit second-order oversampled A/D converter is to be realized with a SQNR of 80 dB. Estimate a lower 
bound on the required dc gain of the opamps that can be used in its implementation.

18.12.8 Section 18.8: Multi-Bit Oversampling Converters

18.22 We wish to model a nonlinear 2-bit D/A, with output levels given by {–0.61, –0.17, 0.25, 0.59} as an ideal D/A 
followed by an additive error, . Assuming that the four levels occur with equal probability, what is the power 
of the ideal D/A quantization noise, and what is the error power due to the nonlinearity, ?

18.23 Analyze the third-order modulator in Fig. 18.29, proving (18.55) and (18.56).

fs

fs± 8⁄
fs± 4⁄

0 1 2⁄
1– 2⁄
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Qd
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738

Phase-Locked Loops

Practically all digital and radio frequency circuits and most analog circuits require a precision oscillator. Unfortu-
nately, integrated circuit oscillators are not, on their own, suitable for use as frequency- or time-references in high-
performance circuits. A major problem is that their frequency of oscillation is not known precisely. Furthermore,
the jitter of integrated circuit oscillators (which can be thought of as random fluctuations in frequency) is too high
for many applications. Therefore, integrated circuit oscillators are most often inserted into a phase locked loop
where their operating frequency and phase is continuously compared against a precise external time-reference and
automatically tuned to maintain a constant frequency and phase. The process is analogous to generating a precise
on-chip voltage or current based on an externally-supplied reference. In summary, a phase-locked loop is a circuit
that uses an external timing reference to measure and generate on-chip frequencies and times accurately.

It is natural to wonder why, if a precise time-reference is available, a phase locked loop is required at all. Why
not simply use the time-reference (usually itself a clock) directly? One reason is that the required frequency may
be different than that of the reference. This is frequently the case since timing references are commonly derived
from precision resonators trimmed to a fixed frequency. For low cost, these resonators are often in the range of 1 – 200
MHz. The generation of a different and/or variable-frequency precision clock from a fixed-frequency reference is
referred to as clock synthesis or frequency synthesis and is a major application of phase-locked loops.

In some cases, the timing reference is supplied by another integrated circuit with which the circuit under
design must communicate. Frequency variations can be caused by changes in temperature, supply voltage or
aging of components, or can be introduced intentionally to reduce radiated emissions. Phase-locked loops are
required to ensure the two circuits track each other very accurately, both in frequency and phase, so that they
may communicate with each other reliably. Finally, phase-locked loops are sometimes used to frequency-tune
circuits such as filters.

19.1 BASIC PHASE-LOCKED LOOP ARCHITECTURE
The basic architecture of a phase-locked loop (PLL) is shown in Fig. 19.1. It usually consists of a phase detector, a
low-pass filter called the loop filter, a voltage controlled oscillator (VCO), and a clock divider circuit configured
in a loop. The phase detector is a circuit that normally has an output voltage or current with an average value pro-
portional to the phase difference between the input (reference) signal and the output of the VCO. The loop filter is
used to extract the average value from the output of the phase detector. This average value is then used to drive the
VCO, whose output frequency changes in response to changes in . Since the reference input is usually at a
lower frequency than the VCO output clock, a clock divider circuit is used to reduce the output clock frequency
prior to comparison by the phase detector. The negative feedback of the loop results in the input signal being syn-
chronized with the output of the divider. This basic architecture is called an integer-N PLL  since, in a stable
steady-state, the divider output and input reference will have the same frequency implying that the VCO output
frequency must be exactly an integer multiple  of the input frequency.

Vcntl

N
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19.1 Basic Phase-Locked Loop Architecture 739

A PLL is a negative feedback system, similar to a negative feedback amplifier. In a negative feedback amplifier,
two voltages or currents are subtracted and the loop’s large gain ensures that their difference is made small. In a
phase-locked loop, the objective is to make the difference between the phase of the VCO output and a reference input
clock very small. Hence, at the PLL input these two quantities are subtracted by the phase detector and the result is
applied to a large gain through the loop filter and VCO to ensure that in a stable steady-state the difference is small.

19.1.1 Voltage-Controlled Oscillator

A key component of PLLs is the VCO, a circuit with an oscillatory output (i.e., sinusoid or other clock signal)
whose frequency depends upon an input control voltage, . Hence, assuming the VCO output is a sinusoidal
voltage slowly varying with time, it can be represented by the equation

(19.1)

where  is the oscillator’s nominal or free-running frequency, and the oscillator’s instantaneous phase is .
The oscillator’s instantaneous frequency is the rate of change of  in units of rad/sec. 

(19.2)

Hence, if the oscillator phase  is constant, the instantaneous frequency is equal to the free-running frequency,
.

Now define the deviation in the VCO’s instantaneous frequency from its free running frequency,

(19.3)

Of course,  is dependent on the VCO control voltage . Clearly from (19.2),  is linearly related to
the phase.

(19.4)

If we integrate both sides of (19.4), we have

(19.5)
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Fig. 19.1 The basic architecture of a phase-locked loop.
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740 Chapter 19 • Phase-Locked Loops

and we see that the instantaneous phase is th e integral of the instantaneous fre-
quency deviation. Taking the Laplace transform of both sides of (19.4), we have

(19.6)

where  and  are the Laplace transforms of  and  respec-
tively. Equation (19.6) will be used to model the relationship between the VCO’s
input control voltage and the phase of its output signal. To arrive at a linear
model, assume that  is proportional to the control voltage with a constant of

proportionality  that has units .

(19.7)

Even when the relationship is nonlinear, (19.7) can still be used as a small-signal model where  relates small
changes in  to the resulting changes in .

19.1.2 Divider

An ideal clock divider with a division ratio  will produce a cyclic output with each period corresponding to
exactly  periods of the input. This is illustrated in Fig. 19.2 for . The result is that the divider’s instanta-
neous output frequency is exactly  times that of is input, which in PLLs is the VCO output. Furthermore,
the divider’s output phase, , is also exactly  times that of is input, . To see this, note that the
phase of the VCO output  is the time delay  between that clock’s rising edge and some reference time,

, normalized with respect to a period, .

(19.8)

Assuming the divider output is synchronized with that of the VCO output, its phase is determined by the
same time delay, , but normalized with respect to the longer period, .

Key Point:  The instantaneous 
frequency deviation of a VCO 
from its free-running fre-
quency is the derivative of its 
instantaneous phase. Hence, 
its instantaneous phase is the 
integral of the instantaneous 
frequency deviation.
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19.1 Basic Phase-Locked Loop Architecture 741

(19.9)

Equation (19.9) provides a linear model for the divider, which in terms of Laplace transforms is simply

(19.10)

19.1.3 Phase Detector

The role of the phase detector is to produce a signal whose average value is proportional to the difference between the
phase of the reference input, , and the feedback clock signal, . This is analogous to the subtraction performed at
the input of a feedback amplifier. There are many possibilities for the phase detector: a simple exclusive-OR gate, a
sample and hold, an analog multiplier, or a combination of digital circuits such as D flip-flops. All accept two clock
signals as inputs and produce an output whose average value provides the requisite phase information.

EXAMPLE 19.1

What is the gain of an analog multiplier phase detector?

Solution
In this example, the input signal, , is assumed to be a sinusoid with a known amplitude. The phase detector is
realized as an analog multiplier having a relationship given by

(19.11)

where  is the divider output,  is the phase-detector output, and  is a multiplication constant. Let the
input signal be described by a sinusoid having

(19.12)

and the output of the divider is given by a sinusoid where

(19.13)

The argument  represents the phase difference between the input signal and the output of the oscillator. The rea-
son for the  offset is so that when  the average output of the phase detector (an analog multiplier in this
example) is zero. The combination of an analog multiplier followed by a low-pass filter performs what is commonly
known as the correlation function on analog signals. When the input signal and the VCO output have a  phase
difference (i.e., ), they are uncorrelated and the output of the low-pass filter will be zero. From this  phase
offset, if the phase difference changes so that the two waveforms are more in phase (i.e., ), then the correlation
and, therefore, the output of the low-pass filter will be positive. For example, from (19.13), if , then the out-
put of the oscillator and the input signal would be exactly in phase, and the average output of the phase detector is
found to be the amplitudes of the two sinusoids multiplied together and divided by two, resulting in

(19.14)

This situation is approximately shown in Fig. 19.3 where  is taken slightly smaller than  to distinguish
the two waveforms. Also shown is the output of the multiplier, , for the case of , and
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742 Chapter 19 • Phase-Locked Loops

. Here, it is seen that the output is at twice the frequency of the input signal and that it has an offset
voltage of approximately . This corresponds closely to the maximum possible output of the low-pass fil-
ter. On the other hand, if the phase changes so as to make the two waveforms more out of phase, then the corre-
lation between them and the output of the low-pass filter will be negative. Shown in Fig. 19.4 are some
examples of the different waveforms. It is readily seen that  corresponds to the waveforms that are more
in phase.

Fig. 19.3 The output of the phase detector in Example 19.1 when the input signal and the oscillator
are nearly in phase.

KM 1 V 1–=
1 2⁄  V

Fig. 19.4 The relative phase angles of the input signal and the output of the oscillator.

φd 0>
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19.1 Basic Phase-Locked Loop Architecture 743

These statements can be quantified analytically. The output of the phase detector is given by

(19.15)

Using the trigonometric identity 

(19.16)

we have

(19.17)

The low-pass filter removes the second term at twice the frequency of the input signal.1 The signal  is there-
fore given by

(19.18)

Note that  is either a dc value or a slowly varying signal, assuming that the frequency of the input signal is
constant or slowly varying. For small , we can approximate (19.18) as

(19.19)

Thus, the output of the low-pass filter is approximately proportional to the phase difference between the output of
the oscillator and the input signal, assuming the  offset bias is ignored. This approximation is used in analyz-
ing the PLL to obtain a linear model. The constant of proportionality is called  and is given by

(19.20)

Note that with this analog-multiplier phase detector,  is a function of the input amplitude and divider output
amplitude. As we shall soon see,  affects loop dynamics, and thus we see the need for having known values
for  and .

The output of the phase detector may be a voltage as in Example 19.1, but in CMOS circuits is commonly a
current, either single-ended or differential. When the output is a current whose average value2 is , the gain of
the phase detector is a constant  with units .

(19.21)

EXAMPLE 19.2

A charge-pump phase detector is shown in general form in Fig. 19.5. The phase detector logic is designed so that
logic-high pulses are generated on  when the reference clock leads the feedback clock, , and pulses are
generated on  when the reference clock is lagging, . A typical arrangement of logic is shown in Fig. 19.6.
Find the gain of such a phase detector  in units .

1. The extent to which this is not true is a major source of distortion when sinusoidal VCOs are used.
2. This “average” is recomputed each period of the reference clock since, of course, the value of  will vary over time.
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744 Chapter 19 • Phase-Locked Loops

Solution
This phase comparator either sources or sinks current in the low-pass loop filter, depending on the output of the
sequential phase-detector logic. When  is closed,  flows into the low-pass filter; when  is closed, 
flows out of the low-pass filter. The sequential phase-detector logic generates two outputs,  and , depending
on its inputs,  and . These are normally digital signals from the PLL input and the VCO, respectively.3
Although there are many possibilities for the sequential phase detector, the one we will consider is controlled by
the leading edges of  and . If  goes high before , then  will be high during the time that the sig-
nals are different. This will inject some charge into the loop filter to speed up the VCO. Similarly, if  goes
low before , then  will be high during the time the inputs are different,  will be closed, and charge will be
subtracted from the loop filter, which decreases the VCO frequency. When the leading edges are coincident, the
two inputs are phase aligned. In this case, ideally both  and  are always low, both  and  are always
open so no charge is injected to or removed from the loop filter, and the loop has reached steady-state. In practical
sequential phase detectors, both  and  may go high for a few gate delays when the input waveforms are
coincident, but this time is usually short enough that it has very little effect on the dc output of the loop filter, and
its effect is largely eliminated by capacitors in the loop filter. The falling edges of both  and  have no
effect on  and , which are both zero at this time. This makes the PLL insensitive to the duty cycles of the
waveform. Typical waveforms are shown in Fig. 19.6.

To solve for the phase detector gain, note that the output current  averaged over any single period of the
reference clock  is given by the charge pump current  scaled by the fraction of a period over which the
phase detector outputs  and  are active.

(19.22)

3. This PLL is only used when the VCO output and the reference input are both digital signals or have been converted to digital 
signals by a limiter.
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Fig. 19.5 General charge-pump phase detector.
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Fig. 19.6 Phase-detector logic and corresponding waveforms.
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746 Chapter 19 • Phase-Locked Loops

Combining (19.21) and (19.22) yields the phase detector gain,

(19.23)

19.1.4 Loop Filer

The loop filter plays several key roles in a PLL. It averages out the quickly-varying components of the phase
detector output. We shall see that it also influences the dynamics of the loop by determining how the VCO control
signal, , responds to variations in the phase difference represented by .

In most PLLs, the loop filter is first or second order. For example, a common first-order low-pass loop filter
has a transfer function given by

(19.24)

A loop filter of the form (19.24) may be thought of as comprising the sum of a proportional and an integral path.
Many loop filters will include additional higher-order poles and zeros, but the most important PLL design param-
eters are captured by (19.24).

The loop filter gain constant  has units of  when the phase detector output is a current
and  when the phase detector output is a voltage.

EXAMPLE 19.3

Find the loop filter transfer function that relates the current  and control voltage  in Fig. 19.7.

Solution
It is assumed that there is no current flowing out of the loop filter into the control terminal of the VCO, as shown
in Fig. 19.7. Hence, all current must flow through the parallel impedances  and . The loop
filter transfer function is

(19.25)
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19.1 Basic Phase-Locked Loop Architecture 747

In practice, the capacitor  is there only to suppress voltage spikes that would otherwise arise across  from
transient currents, hence its value is generally much smaller than . Assuming that  and neglect-
ing the high frequency pole at ,

(19.26)

Casting (19.26) into the general model of (19.24), we have for a charge-pump loop filter,

(19.27)

(19.28)

The loop filter in Fig. 19.7 is often combined with the charge pump phase comparator in Fig. 19.5. When 
is closed,  flows into the low-pass filter, increasing the control voltage into the VCO; when  is closed, 
flows out of the low-pass filter, decreasing the control voltage of the VCO. When both switches are open, the top
plates of  and  are open circuited and the output voltage remains constant in the steady state. The resistor, ,
has been included to realize a zero in the low-pass filter’s transfer function. It provides an output component pro-
portional to the input current, while the capacitor integrates the input current. Since the two are in series, the sum
of the proportional and integral terms are seen at .

19.1.5 The PLL in Lock

To understand phase-locked loops, a simple example will be considered. Assume a division ratio  so that
. Furthermore, assume an input signal frequency initially equal to the free-running frequency of the VCO,

the system is initially in lock with , and the output of the low-pass filter  is also equal to zero. Next,
assume the input frequency slowly increases. This will cause it to lead the VCO output, which corresponds to a
phase difference . After a short time (roughly the time constant of the low-pass filter) the output of
the low-pass filter will go positive. Since the two waveforms are now assumed to be at slightly different frequen-
cies, the phase difference, and therefore the output of the low-pass filter, will slowly continue to increase. How-
ever, the frequency of the VCO is proportional to its control voltage, so the increase in the low-pass filter’s output
will cause the VCO’s frequency to increase until it is the same as that of the input signal again, which will keep
the two signals in synchrony (i.e., locked). Of course, the opposite would occur if the input signal’s frequency
decreased. Specifically, the average output of the phase detector would become negative, which, after being
averaged by the low-pass filter, would drive the oscillator to a lower frequency until it is again identical to the
frequency of the input signal and the two waveforms are again synchronized. It is readily seen here that the
phase-locked loop stays in lock because of the negative feedback of the loop in which the phase of the oscilla-
tor’s output is subtracted from the phase of the input signal.

The argument is easily extended to the case . The divider ensures that the oscillator output is at a phase
and frequency -times greater than the clock that is fed back to the phase detector. Negative feedback and high
dc gain around the loop force the two phases at the inputs of the phase detector to be equal. Hence, it is seen that a
PLL in lock produces an output clock at a frequency precisely -times greater than the reference input that tracks
phase changes in the reference input.
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748 Chapter 19 • Phase-Locked Loops

19.2 LINEARIZED SMALL-SIGNAL ANALYSIS
The dynamics of a PLL will be of great interest to the designer. Specifically, is
the loop stable? How does it settle when perturbed from its locked point? How is
noise generated within the loop translated to its output? How can the loop be
designed to ensure a certain dynamic behavior? As with feedback amplifiers, lin-
ear analysis is a useful tool to answer these questions. However, the phase-
locked loop is a highly nonlinear system. Fortunately, once a PLL is in lock, its
dynamic response to input phase and frequency changes can be well approxi-
mated by a linear model, as long as these changes are slow and small about their
operating or bias point.

Using the relationships described in Section 19.1, a linear model for a phase-locked loop can be developed. It
should be noted that this is a small-signal model in that it relates changes about an operating point. In other words,
the phase variable represents changes in phase from reference signals that were identical to the true signals at the
beginning of the analysis. Similarly, any frequency variables, which will be introduced shortly, also represent
changes from the orig inal frequencies at the beginning of the analysis. A signal-flow graph for the linearized
small-signal model is shown in Fig. 19.8.

It is now possible to analyze the signal flow graph of Fig. 19.8 to determine transfer functions that relate
small perturbations in the various signals around the loop. For example, straightforward feedback analysis reveals
that the transfer function relating small changes in the input phase  to the phase difference  is given by

(19.29)

where  is the loop gain,

(19.30)

Substituting (19.30) into (19.29),

(19.31)

Equation (19.31) is general in that it applies to almost every phase-locked loop. Differences between one PLL and
another are determined only by what is used for the low-pass filter (which determines ), the phase detector
(which determines ), or the oscillator (which determines ). 

Key Point:  Once a PLL is in 
lock, its dynamic response to 
input phase and frequency 
changes can be well approxi-
mated by a linear model, as 
long as these changes are 
slow and small about their 
operating or bias point.
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Fig. 19.8 A signal-flow graph for the linearized small-signal model of a PLL when in lock.
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19.2 Linearized Small-Signal Analysis 749

19.2.1 Second-Order PLL Model

Assume the loop filter has the transfer function given in (19.24). Define the loop constant in units ,

(19.32)

Substituting (19.24) and (19.32) into (19.30) and (19.31) and rearranging results in

(19.33)

(19.34)

The dc gain of (19.34) is zero which signifies that the phase difference between the input and divider output will
eventually settle to zero.

We can also relate small changes in the phase of the input and output clock.

(19.35)

The transfer function  may be referred to as the phase transfer function or jitter transfer function of the PLL.
The dc gain of  is . This implies that when the input phase changes by a small amount, , the output
phase changes (after an initial transient) by . Since the output frequency is -times larger, this means that the
input and output clocks are tracking one another. 

In the case of a first-order loop filter both (19.34) and (19.35) are second-order transfer functions and the PLL
is a second-order system. Equating the denominator with the general form  reveals that the
loop has a resonant frequency  and a Q-factor4 given by

(19.36)

Observe that if  is allowed to increase indefinitely (i.e. the zero is eliminated from the loop filter making it a
pure integration, ) the poles of (19.35) approach the unit circle; hence, the zero is required to ensure stabil-
ity of the PLL.

If  the loop will be underdamped resulting in poor tracking behavior. For example, in Fig. 19.9 a
large overshoot is observed in the transient step response for the case . This implies greater delay in
obtaining lock and larger transient discrepancies between the input and output phase. Furthermore, considerable
peaking is observed in the magnitude response; this is called jitter peaking and is generally undesirable since noise
in the PLL will be amplified within a certain frequency band.

4. For those more familiar with damping factor, , of a second-order transfer function, note that .
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750 Chapter 19 • Phase-Locked Loops

With  although overshoot and jitter peaking are still present, they are greatly reduced.5 This is a pop-
ular design choice, resulting in a closed-loop response with  and coincident real poles at .

(19.37)

The 3-dB bandwidth of (19.37) is 

(19.38)

Another possibility is to take  providing further improve-
ments in transient response and reduced jitter peaking. For example,
with  ( ) less than 0.1 dB of jitter peaking is
observed in the magnitude response. With , the PLL second-
order response can be approximated as 

. Since , the first
term is equal to  which cancels the zero in the numerator
of (19.35). With finite  the cancellation is approximate and
the closed-loop PLL response may be estimated from a first-order
model,

(19.39)

5. Although an all-pole system with  will have no transient overshoot or peaking in its magnitude response, the closed loop 
PLL  has a zero which introduces both even when .
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Fig. 19.9 Closed-loop PLL responses for the second-order model, , with equivalent bandwidth 
but different : (a) time-domain step response; (b) frequency-domain jitter transfer function magni-
tude response

H s( )
Q

Q 0.5=
H s( ) Q 0.5≤

ωz ωpll 2⁄= ωpll–

H s( ) N 1 s ωz⁄+( )

1 s ωpll⁄+( )2
--------------------------------=

ω3dB 2.5ωpll=

Key Point:  The design of a second-
order PLL with Q = 0.5 provides good 
transient settling behavior without 
excessive spreading of the loop filter 
time constants. A design with Q = 0.1 
offers even better tracking behavior, but 
generally demands a larger loop-filter 
time constant for the same loop band-
width.

Q 0.5«

Q 0.1= ωz 0.1ωpll=
Q 0.5«
1 s ωpllQ( )⁄ s2 ωpll

2⁄+ + ≅
1 s ωpllQ⁄+( ) 1 sQ ωpll⁄+( ) ω0Q ωpllQ ωz= =

1 s ωz⁄+( )
Q 0.5«

H s( ) N

1 sωz

ωpll
2

---------+

-------------------≅

c19.fm  Page 750  Monday, October 24, 2011  4:00 PM



19.2 Linearized Small-Signal Analysis 751

having a 3-dB bandwidth

(19.40)

and a settling time constant

(19.41)

Comparing two PLLs with the same closed-loop bandwidth, one with  and the other with ,
with see that the design with  offers better tracking behavior, but results in a value of  approximately
20 times smaller. This low-frequency zero demands a relatively large time-constant in the loop filter, often requir-
ing off-chip components.

EXAMPLE 19.4

Sketch the bode plot of an open-loop second-order PLL response, . What is the phase margin with 
and ?

Solution
The open-loop response  in (19.33) has two poles at the origin—one from the loop filter and the other from
the VCO whose output phase is the integral of its frequency. It also has one zero at . A bode plot is sketched in
Fig. 19.10. The phase response is given by  and the phase margin is simply .
Using (19.33) and solving for , it may be shown that

(19.42)

and the phase margin is

(19.43)

Substitution into (19.43) reveals a phase margin of  when . With , (19.42) simplifies to
 and the phase margin becomes

(19.44)

Equation (19.44) reveals a phase margin very close to  when . Note that in practice, additional poles
in the PLL (for example, introduced by the capacitor  in the charge-pump loop filter of Fig. 19.7) will reduce
the phase margin from these values.

19.2.2 Limitations of the Second-Order Small-Signal Model

A significant limitation of any continuos-time linear PLL model is that it fails to accurately predict loop behavior at
high frequencies. For example, the analysis so far suggests that a PLL can be designed to have an arbitrarily large
loop bandwidth. This is untrue. The problem is that a continuous-time model is being applied to a discrete-time
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752 Chapter 19 • Phase-Locked Loops

system. Specifically, the phase detector in Example 19.2 takes periodic snap-
shots of the phase difference between the divider output and reference input.
Hence, it is a discrete-time block operating at the reference frequency. In
practice, this means that loop bandwidths are restricted to significantly less
than the reference frequency. Intuitively, this is obvious since phase changes
can not be tracked faster than they can appear at the input. Several cycles of
the reference input must be provided to allow the loop filer to average out the
signal from the phase detector and adjust the VCO control input accordingly.
Hence, the loop bandwidth is limited to at most roughly th to th of the reference frequency. This is a
significant limitation since we often wish to maximize the bandwidth over which the output clock effectively
tracks the reference. Furthermore, higher loop bandwidths permit the use of smaller components in the loop filter.

EXAMPLE 19.5

A PLL is to operate with a reference clock frequency of  and an output frequency of . Design a
loop filter for the charge-pump phase comparator so that the loop bandwidth is approximately th of the ref-
erence clock frequency and . Assume the VCO has  and the charge-pump cur-
rent is .

Solution
From (19.32) and (19.40), it is known that with  the loop bandwidth is approximately

(19.45)

Substituting (19.23) and (19.27) for a charge-pump PLL into (19.45) and rearranging,

(19.46)

In this example with , substitution of the known values into (19.46) yields a value very
close to . Also from (19.40), with  it is known that . Hence, using (19.28) for a
charge-pump loop filter reveals,

ω

ωpllωz ωt

–40 dB/decade

–20 dB/decade

ωz ωt

0 dB

–90º

–180º

Phase Margin–135º

L jω( ) L jω( )∠

Fig. 19.10 Bode plot of open loop second-order PLL response, .L s( )

Key Point:  Due to the discrete-
time nature of the PLL, its loop 
bandwidth is limited by stability 
considerations to at most roughly 
1/20th to 1/10th of the reference 
frequency, a fact not predicted by 
the continuous-time linear model.
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N
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(19.47)

which in this example yields in a resistor value of .

The need for  in the loop filter circuit of Fig. 19.7 is revealed by Example 19.5. Consider what would hap-
pen in the absence of  when the charge pump is active; all of the current  would be driven through
the series branch  and  generating a voltage of  across the resistor . Such a large voltage will likely
cause some of the transistors in the charge pump to turn off, disturbing the dynamics of the loop.

With  in place as shown in Fig. 19.7, these large voltage transients will be suppressed since the voltage
across  can not change instantaneously. The resulting loop filter transfer function is repeated here from (19.25).

(19.48)

Comparing (19.48) and (19.26) reveals that the addition of  has two effects:

•  is decreased, but this effect will be small if  is taken much smaller than 
• a real pole is introduced at a frequency 

The additional pole makes the closed-loop system third-order and reduces the phase margin somewhat compared to
the results obtained in Example 19.4 for a second-order loop. However, placing the new pole at approximately 2
times the loop bandwidth, , provides the desired glitch-suppression without much effect on the settling time or
jitter peaking of the loop. For example, with  this corresponds to selecting  equal to one-tenth to one-
eighth the value of . With , the value of  should be roughly th the value of .

EXAMPLE 19.6

Select a capacitor value  for the loop filter designed in Example 19.5.

Solution
Since the loop is designed with , a value of  is chosen.

Example 19.5 and Example 19.6 also illustrate the practical challenge of designing for a very small value of
: it leads to large component values and large spreads in component values.

EXAMPLE 19.7

Repeat the design in Example 19.5 but with .

Solution
The design is performed by initially using the second-order model and ignoring . Once  and  are chosen,
a value for  is calculated under the assumption that it will have only a small effect on the loop bandwidth. For

, using (19.32) and (19.38),
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(19.49)

Again substituting (19.23) and (19.27) for a charge-pump PLL into (19.49) and rearranging,

(19.50)

The known values, including , substituted into (19.50) yields a capacitance of
. Combining (19.38) and , we see that  which, for a charge-pump

loop filter, implies

(19.51)

The numerical result in this case is . Finally, a value of  is used to suppress
glitches while placing the additional pole beyond the loop bandwidth.

Notice that the component values in Example 19.7 with  are much more readily integrated than
those in Example 19.5 and Example 19.6 which use . The trade-off is increased overshoot and jitter peak-
ing in the closed-loop PLL response.

19.2.3 PLL Design Example

Although the details of a PLL design procedure will depend, of course, on which aspects of the system are speci-
fied, the following points provide basic direction.

• The ratio between the desired output frequency and the input reference frequency sets the divider ratio, .
• The VCO gain constant  is usually determined by circuit design considerations in the VCO, but gen-

erally must be large enough to allow the VCO to cover the expected variations in its free-running fre-
quency and desired output frequency.

• When minimal jitter peaking or fast settling of the loop are important design specifications, a value of
 is desired, with  being a reasonable choice. However, will usually result in

loop filer component values that are easier to realize.
• When a high-quality (low-noise) input reference clock is available, a high loop bandwidth is desirable. However,

the loop bandwidth is limited to at most one-tenth of the input reference frequency to ensure robust stability.
• Once the loop bandwidth is specified, choose  for 6, or take  for

7.
• With  and  determined as described,  and  are chosen to give the desired value of

8. In a charge-pump PLL, this amounts to choosing 9 and 
(  neglecting 10). The designer has one degree of freedom here which is used to influence the

6. equation (19.38)
7. equation (19.40)
8. equation (19.32)
9. equation (19.23)
10. equation (19.27)
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19.2 Linearized Small-Signal Analysis 755

size of the loop filter components, the power consumption in the phase detector, and the noise in the loop
filter (since a smaller resistor value will generally reduce noise in the loop filter).

• Take 11. In a charge-pump PLL, this amounts to choosing 12.
• In a charge-pump PLL, an additional pole is introduced by the glitch-suppression capacitor . With ,

select  between one-tenth and one-eighth the value of . With , the value of  should be
roughly th the value of .

EXAMPLE 19.8

Design a charge-pump PLL that accepts a fixed 40 MHz reference and can produce an output clock frequency
anywhere in the range 1.4 GHz to 1.6 GHz in 20 MHz steps. For each output frequency, a different division ratio
is used. In order to cover the full range of output frequencies while the control voltage changes by only 2 V, 
is chosen to be . Select the value of  and the loop filter components , , and .

Solution
The output frequency is N-times higher than the input frequency, so changing the division ratio  allows the out-
put frequency to be placed at different integer multiples of the input reference. Hence, this architecture is called an
integer-N PLL. When the output frequency must be set with a resolution finer than the available reference signal,
an additional divider is applied to the input to reduce its frequency. The general architecture is shown in Fig. 19.11
and produces an output frequency of .

In this case, since the output frequency resolution requirement is 20 MHz, a divide-by-2 ( ) is applied
to the 40-MHz input. To cover the full range of output frequencies,  must be programmable to any integer from
70 to 80. A value of  is selected and, assuming the input reference has very low noise, the loop bandwidth
is set to one-tenth of 20 MHz: . Hence,

11. equation (19.36)
12. equation (19.28)
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Fig. 19.11 A general integer-N PLL architecture.
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Combining equations (19.23), (19.27), and (19.32) and rearranging yields

(19.52)

Substituting the values in this example, . A reasonable choice is  and
. The resistor must then be chosen to place a zero at . Hence,

. Finally, with , a good choice is to select .

19.3 JITTER AND PHASE NOISE
Unlike most analog signals on integrated circuits where the value of a volt-
age or current bears the information, the important aspects of a clock
waveform are the times at which it transitions across some particular
threshold. Jitter is the random variation in these times and phase noise is
the frequency-domain representation of jitter. Since jitter and phase noise
arise from thermal and other noise processes present in all circuits, they
represent fundamental limitations on the accuracy of any on-chip time ref-
erence making them central to PLL design.

A typical clock signal is illustrated in Fig. 19.12. The transition times
are labeled . These may be the times when a logic signal changes state or
when current switches from one branch to another. For this example only
the rising transitions are considered, but in a real circuit either the rising
transitions, falling transitions, or both may be of interest. For an ideal
clock the transitions are equally spaced so that  where  is the
clock period. In any practical clock, however, the transitions are displaced

from their ideal times.
Specifically, let the deviation in the transition times from their ideal values be a discrete-time sequence .

. (19.53)

The sequence  is the absolute jitter of the clock in time units. It can also be normalized to radians.

(19.54)

Absolute jitter is a useful analytical tool. However, it is not directly measured in a lab since doing so requires
access to an “ideal” clock.

EXAMPLE 19.9

Find the absolute jitter of a sinusoid of amplitude  and angular frequency  in additive white noise  with
variance .

Solution
The sinusoid may be described as follows:

Ich
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------ ωpll
2 2πN

Kosc

-----------=
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C1 5 pF= ωz Qωpll 2π 400 kHz⋅= =
R 1 ωzC1( )⁄ 80 kΩ≅= Q 0.5= C2 C1 10⁄ 0.5 pF= =

Key Point:  Jitter is a measure of 
random variations in the timing 
phase of a clock signal and phase 
noise is its frequency-domain rep-
resentation. They present funda-
mental limitations on the accuracy 
of time references.

Key Point:  The absolute jitter of a 
clock, τk, is a discrete-time 
sequence giving the displacement 
of its transition times away from 
their ideal values.
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19.3 Jitter and Phase Noise 757

(19.55)

Assuming the noise  is much smaller than the amplitude of oscillation, , the transition times of  are
disturbed only slightly from their nominal values . The amount of disturbance can be estimated from the slope
of the sinusoid around the transition times, , and samples of the noise, , labeled .

(19.56)

The discrete-time noise process, , is white with variance . Hence, absolute jitter is also a discrete-time white
noise process with variance

(19.57)

At high frequencies  and when the sinusoid has high amplitude , the jitter is reduced because the sinusoid
will have a high slope around its zero-crossings. Expressed in radians, the effect of frequency is cancelled.

(19.58)

t

t
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T0 T1 T2

Fig. 19.12 Illustration of absolute jitter in a practical clock waveform.
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758 Chapter 19 • Phase-Locked Loops

EXAMPLE 19.10

In Fig. 19.13, assume  is an ideal sinusoidal current source with amplitude , , and .
Find the variance of absolute jitter at  when the signal is at a frequency 1 MHz. Also find the variance when
the signal is at 1 GHz.

Solution
The voltage  will be in exactly the form of (19.55) where  is the gaussian-distributed voltage noise arising
from the thermal noise of . The variance of  is

(19.59)

which, at a temperature of  has an rms value of . The amplitude, , of the sinusoid in (19.55)
depends upon the oscillation frequency . At 1 MHz, the amplitude will be very close to .
Hence, by substitution into (19.57),

At 1 GHz, the amplitude at  is attenuated by the lowpass RC filter so that . Hence,

Note that although in time units there is less jitter in the 1 GHz case, the jitter expressed in radians is actually
higher at 1 GHz because of the reduced amplitude at .

Phase noise is the frequency-domain representation of absolute jitter. Thus, we define , the phase noise
of a clock signal with random jitter, as the power spectral density of the sequence .13 Recall that a voltage noise
spectral density specifies the power of a voltage signal in any 1-Hz-wide bin of frequency spectrum, and hence has
units of V2/Hz. Similarly,  specifies the power of  in rad2 within any 1-Hz-wide frequency bin, and hence
has units of rad2/Hz. Furthermore, the variance of  is given by the integral of  over all frequencies. Since it
is customary to quantify jitter in units of time rather than radians, this is usually expressed as follows:

13. Specifically,  is the one-sided power spectral density of , defined over the range  and obtained from the 
discrete-time Fourier transform of the autocorrelation of .

Fig. 19.13 A noise source resistance 
introduces jitter.
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19.3 Jitter and Phase Noise 759

(19.60)

Taking the square root of both sides gives the root-mean-square (rms) absolute jitter.

(19.61)

Equations (19.60) and (19.61) are key relationships between absolute jitter in the time-domain and phase noise.

EXAMPLE 19.11

Consider the common source amplifier in Fig. 19.14(a). Transistor  is biased in saturation by dc source 
and  is a noiseless small-signal sinusoid of amplitude . Estimate the phase noise at the output including
thermal noise of the resistor and transistor as well as flicker noise.

Solution
The small-signal equivalent circuit is shown in Fig. 19.14(b). The voltage noise source  models the flicker
noise of the transistor  and has a noise spectral density,

The current noise source  includes the thermal noise of both the transistor and resistor,

στ
2 T0

2π
------⎝ ⎠
⎛ ⎞

2

Sφ f( ) fd

0

1 2T0⁄

∫=

στ
T0

2π
------ Sφ f( ) fd

0

1 2T0⁄

∫=

Rd

Q1
Rd ro1

vs

vo

gm1vgs1

Vbias

vs

vo

vgs1

(a) (b)

vn1

in

Fig. 19.14 (a) Common source amplifier in Example 19.11. (b) Small-signal equivalent, including 
transistor noise sources.
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760 Chapter 19 • Phase-Locked Loops

The resulting voltage at  takes on the form of (19.55)—a sinusoidal voltage in additive noise. The sinusoidal
component has amplitude . The voltage noise spectral density at  is obtained by a routine noise
circuit analysis of Fig. 19.14(b).

Assuming that the zero-crossings of the sinusoidal waveform at  are disturbed only a small amount by the
noise, the approximation in (19.56) may be applied. In terms of phase,

where  is the sampled noise voltage . Therefore, the phase noise is,

Note that it has a  component and a white component.14

19.3.1 Period Jitter

Several other measures of jitter are also possible. A jittered clock will have a time-varying period, as shown in
Fig. 19.12,

(19.62)

The deviation of the period away from its nominal value of  is the period jitter, also sometimes referred to as
the cycle jitter.

(19.63)

Equation (19.63) reveals that period jitter is obtained by passing the absolute jitter sequence, , through a
discrete-time  filter. Hence, its variance is the integral of phase noise filtered by a  filter.

(19.64)

The term  in the integrand of (19.64) is due to the  filter.
Period jitter is more easily measured in a lab than the absolute jitter, since no reference is required. Further-

more, the period jitter is of significant practical importance in digital systems where the maximum permissible
logic delays will depend on the period jitter of the synchronizing clock.

14. Strictly speaking,  is a discrete-time random process; hence, there may be some aliasing of the white noise in  causing the 
phase noise to be larger than this. Naturally, the white noise is assumed to be eventually bandlimited by some capacitance at  
ensuring it has finite power.
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19.3 Jitter and Phase Noise 761

19.3.2 P-Cycle Jitter

The idea of period jitter is easily extended by considering variations in the duration of P consecutive clock cycles
from its ideal value, .

(19.65)

Called the P-cycle period jitter or simply P-cycle jitter ,  is obtained by passing the absolute jitter
sequence, , through a discrete-time  filter. Hence, its variance is the integral of phase noise filtered by a

 filter.

(19.66)

Period jitter is a special case of the P-cycle jitter where . Measurements of for different values of P are
easily done in a lab and reveal much information about the spectral properties of phase noise due to the differently
shaped filters applied in (19.66) for different values of P.

19.3.3 Adjacent Period Jitter

Yet another measurement of jitter is obtained by looking at the difference between the duration of each period and
the following period. 

(19.67)

The so-called adjacent period jitter, also sometimes called cycle-to-cycle jitter, is therefore mathematically
obtained by passing the period jitter  through yet another  filter or equivalently by passing the absolute
jitter through a  filter. Hence, it is related to phase noise by the following integral,

(19.68)

EXAMPLE 19.12

What is the rms period jitter of the sinusoid in additive white noise from Example 19.9?

Solution
Again assuming the noise is much smaller than the amplitude of oscillation, , it was shown in Example 19.9
that the absolute jitter is also white. Hence, the phase noise is constant. Combining (19.57) and (19.60) therefore
yields

(19.69)

Integration in (19.64) gives the variance of the period jitter.
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(19.70)

The rms period jitter is the square root of (19.70).

EXAMPLE 19.13

A clock’s zero crossings are modulated by a sinusoidal disturbance at a frequency  so that

(19.71)

What is the resulting rms absolute jitter, period jitter, and adjacent period jitter?

Solution
The phase noise  will have a discrete spectral tone at .

Discrete tones in phase noise spectra are called spurs because on a plot of  ver-
sus frequency they appear as vertical spikes. The integral in (19.60) is easily evaluated
to give the absolute jitter,

(19.72)

The period jitter is reduced slightly by the extra term in the integrand of (19.64) because the change in absolute jit-
ter from one transition to the next is less than the total range over which it deviates.

(19.73)

Note that if the phase modulation is slow (i.e. ) the period jitter is small since  varies very little from
one cycle to the next. The same is true of adjacent period jitter.

(19.74)

19.3.4 Other Spectral Representations of Jitter

Phase noise is the spectral representation of the phase of an oscillatory waveform, but this is difficult to observe in
practice since it requires a perfect time-reference. It is much easier to observe the spectrum of the oscillatory
waveform itself. Let us denote the power spectral density of a clock waveform (e.g.  in Example 19.10) .
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19.3 Jitter and Phase Noise 763

Clearly it will be concentrated around the oscillating frequency, , sometimes called the carrier frequency. A
pure sinusoid with no variation it its period (hence, no jitter) will of course have only a single tone at . A
practical signal, however, will have power in a range of frequencies around the carrier, as shown in Fig. 19.15. 

Signals with more jitter will have more power in the tails of . However, the power in those tails is also
proportional to the squared amplitude of the oscillating waveform. Hence, to obtain a measure of jitter,  may
be normalized with respect to the total power in the signal, which for a sinusoid is . Shifting the resulting
spectrum down to dc gives the following alternative spectral representation of jitter: 

(19.75)

The units of  are Hz-1, but it is most common to plot its logarithm  in units of dBc/Hz where
the “c” denotes that  has been normalized with respect to the total power in the “carrier.” The argument 
is called the offset frequency since  represents the signal spectrum at a frequency offset from the carrier by

 Hz.
Strictly speaking, the relationship between  and  is very complex but the following simple

approximation may be applied to spectral components where  is very small.15

(19.76)

The factor of two in (19.76) arises because the definition of  in (19.75) ignores one of the sidebands of
. We shall see that practical oscillators always have very large phase noise at small offset frequencies, as sug-

gested by Fig. 19.15. Hence, (19.76) is only applied to large offset frequencies where it becomes a reasonable
approximation. Combining (19.75) and (19.76) allows one to estimate the phase noise of a signal by looking only
at its spectrum. Because of this equality, phase noise plots of  are often also shown logarithmically with units
labelled dBc/Hz, although its units are more accurately written .

15. Each component of  gives rise to spectral content at a multiplicity of offset frequencies in , the amplitudes of which are 
related by Bessel functions. If the phase modulation of the carrier is very small, a linear approximation is possible that ignores all but 
the first (largest) sideband in  arising from each component of .

ω0

1 T0⁄( )

1 T0⁄

no jitter

some jitter

f

Sv f( )

more jitter

L Δf( )

Δf

(a) (b)

Fig. 19.15 (a) The power spectral densities of oscillatory waveforms with and without jitter. 
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764 Chapter 19 • Phase-Locked Loops

19.3.5 Probability Density Function of Jitter

When designing a digital system the critical path must have a delay shorter than the smallest possible clock
period. Hence, the probability density function (PDF) of  and its derivatives are also important measures of
clock purity. Note that spectral representations of jitter can not generally be used to estimate the PDF of . 

EXAMPLE 19.14

Find the PDF of  for a sinusoid with amplitude  and angular frequency  in additive white gaussian noise,
, with variance .

Solution
The sinusoid may be described as:

(19.77)

As in Example 19.9, assuming the noise  is much smaller than the amplitude of oscillation, , the absolute
jitter is linearly related to  by the slope of the sinusoid around its zero crossings.

Since  is gaussian-distributed, absolute jitter is also gaussian-distributed with the following PDF:

(19.78)

where  is given by (19.57).

If the absolute jitter  has a Gaussian distribution, the period jitter, P-cycle jitter, and adjacent period jitter
are all also Gaussian-distributed since they are linear derivatives of  given by (19.63), (19.65) and (19.67).

EXAMPLE 19.15

It is desired to drive a digital system with a clock period that is always at least 1 ns. The clock has a nominal
period  and a gaussian jitter distribution. If the rms period jitter is 5 ps, with what probability will any
particular clock period be less than 1 ns?

Solution
The clock period will be less than 1 ns whenever the period jitter . The PDF of  is,
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19.4 Electronic Oscillators 765

Hence, the probability that the clock period is less than 1 ns is given by the integral of  over the range  to
–100ps.

Gaussian distributions are common when jitter arises due to random noise. This is because noise processes
are generally the superposition of many independent noise events, hence the law of large numbers tends to give
the resulting jitter an approximately gaussian distribution. However, other jitter distributions arise when outside
interference is a major contributor. For example, Fig. 19.16 compares a gaussian jitter distribution to the jitter PDF
observed in the presence of sinusoidal phase modulation. In practice, local variations in supply voltage, digital
data patterns, and electromagnetic interference from neighboring signals are often superimposed on random cir-
cuit noise to produce a complex PDF. Measurement equipment may then be able to decompose the observed jitter
PDF into its constituent parts providing clues to the underlying sources of jitter.

19.4 ELECTRONIC OSCILLATORS
In this section, the basics of electronic oscillators are presented. Oscillators come in a variety of different types,
but the two major classifications are those that directly create sinusoidal outputs as opposed to those with square
(or triangular) wave outputs. Sinusoidal-output oscillators  are usually realized using some kind of frequency-
selective or tuned circuit in a feedback configuration, whereas square-wave-output oscillators are usually realized
using a nonlinear feedback circuit such as a relaxation oscillator or a ring counter. Sinusoidal oscillators realized
using tuned circuits can be further classified into RC circuits, switched-capacitor circuits, LC circuits, and crystal
oscillators. A table showing the classification of oscillators is shown in Fig. 19.17.

The two most common oscillators implemented on integrated circuits are ring oscillators and LC oscillators.
Unless precise off-chip components are included in the oscillator circuits, their frequency of operation is poorly-
controlled in the presence of process, temperature, and supply voltage variations. Hence, integrated circuit
oscillators are nearly always designed with a mechanism for tuning their operating frequency. The actuator used for
tuning is generally the voltage at some node in the oscillator circuit, so these circuits are called voltage-controlled
oscillators (VCOs).

fJ t( ) ∞–

fJ t( ) td⋅
∞–

10 10–  s–

∫ 2.75 10 89–⋅=

fτ t( )

t

(a)

fτ t( )

t

(b)

Fig. 19.16 Jitter PDFs: (a) Gaussian distribution; (b) sinusoidal jitter distribution.
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766 Chapter 19 • Phase-Locked Loops

19.4.1 Ring Oscillators

One of the most popular ways of realizing digital-output MOS VCOs is to use a ring oscillator and add voltage
control to it. A ring oscillator is realized by placing an odd number of open-loop inverting amplifiers in a feedback
loop. The simplest type of amplifier that can be used is a simple digital inverter, as shown in Fig. 19.18.

Oscillators

Tuned oscillators Nonlinear oscillators

RC
osc.

SC
osc.

LC
osc.

Crystal
osc.

Relaxation
osc.

Ring
osc.

Fig. 19.17 Classification of 
oscillators.

v1 v2 v3 v4 v5 v1

v1

v2

v3

v4

v5

Td

nTd

Fig. 19.18 Ring oscillator with .n 5=
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19.4 Electronic Oscillators 767

Imagine that, at start-up, some voltage in the circuit transitions from a low-voltage to a high-voltage state.
Each half-period, the transition will propagate around the loop with an inversion. For example, assume the output
of the first inverter changes to 1. This change will propagate through all five inverters in a time of , at which
time the output of the first inverter will change to 0; after an additional time of , the first inverter’s output will
change back to 1, and so on. Assuming each inverter has a delay of  and that there are  inverters, the half-
period of oscillation is

(19.79)

Thus,

(19.80)

Fig. 19.18 illustrates the case . By making the delay of the inverters voltage controlled, a VCO can be realized.

EXAMPLE 19.16

What is the behavior of a ring with only  inverter, as shown in Fig. 19.19(a)?

Solution
Based upon (19.80) and the preceding discussion, one might think that the circuit will oscillate at a frequency

. But the first-order small-signal model of an inverting amplifier in Fig. 19.19(b) is clearly an
undriven single-time constant circuit whose solution is an exponential decay,

When the inverting amplifier is a simple digital CMOS inverter, this analysis is accurate and there are no oscilla-
tions, as one may readily verify in the lab. The voltage quickly settles to a dc value between ground and the
supply. In fact, this can be a useful bias circuit for establishing a dc voltage precisely equal to the trip point of the
inverter, where .

If the inverting amplifier has other internal nodes not represented by the small-signal schematic in
Fig. 19.19(b), it will have a higher-order response and the solution is more complex.
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Fig. 19.19 (a) A single inverting amplifier, , with its input tied to its output. (b) A corresponding 
small-signal model.
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768 Chapter 19 • Phase-Locked Loops

Example 19.16 illustrates a shortcoming of the simple time-domain interpretation of ring oscillators illus-
trated in Fig. 19.18. A ring oscillator is actually a feedback circuit, and in order for it to exhibit oscillations it
should be unstable.

Applying the first-order model of the inverting amplifier in Fig. 19.19(b) to a general ring oscillator with 
identical stages, the loop gain can be found by breaking the loop at any point:

(19.81)

Assuming , each inverter has approximately  phase shift at its unity-gain frequency. Hence, as long
as there are 3 or more inverters, it is guaranteed that the loop gain will still be greater than unity when the phase
shift around the loop becomes greater than . But, with  there is only  phase shift at the loop’s unity-
gain frequency so the system is stable.

EXAMPLE 19.17

What is the behavior of a ring of inverters with ?

Solution
It is a bistable circuit meaning it has two stable operating points as shown in Fig. 19.20. This is desirable behavior
when used as a basic digital latch. No other operating points are stable, so immediately upon startup the circuit will
settle into one of these two states and rest there until forced into some other state. The circuit will not oscillate.

Positive-feedback loops as in Example 19.17 are also unstable but do not oscillate. They can be thought of as
negative feedback loops with an additional  phase shift at dc. Hence, the node voltages simply diverge expo-
nentially until the stages are saturated resulting in a latch-up of the ring. Therefore, if single-ended inverting
amplifiers are used, it is required that  is odd.

In many integrated ring oscillators, fully differential inverters are used to obtain better power-supply insensi-
tivity. When this is done, an even number of inverters can be used and the inversion required around the loop can
be achieved by simply interchanging the outputs of the last inverter before feeding them back to the input, as
shown in Fig. 19.21. This has a very important advantage: the outputs of the middle inverters will have a quadra-
ture phase relationship compared with the last inverters (assuming all inverters and their loads are carefully
matched) [Buchwald, 1991]. These quadrature outputs are very useful in many communication applications such
as quadrature modulators and some clock-extraction circuits.

An example of realizing a fully differential inverter with a programmable delay is shown in Fig. 19.22, where
the current-source loads are made voltage programmable. Assuming the current-source loads are proportional to
Vcntl with a constant of proportionality of Kbias, we have

n
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19.4 Electronic Oscillators 769

(19.82)
The delay of each inverter is proportional to the unity-gain frequency of that inverter. In other words, 

(19.83)

where  is the load capacitance of the inverter and  is the transconductance of the drive transistors of the
inverter. Since , we know that the delay is proportional to  and therefore,

. Thus, the relationship between the oscillation frequency and the control voltage is not very linear. In
a PLL, this nonlinearity implies that  is a function of  and, therefore, so is the loop bandwidth and settling
time. The major reason for this nonlinearity is that at higher frequencies, the voltage changes at the outputs of each
stage increase in amplitude because  increases.

It is possible to realize a ring-oscillator VCO with good voltage-to-frequency linearity if one ensures that the
voltage changes of the delay elements are independent of the oscillation frequency [Kim, 1990; Young, 1992;
Reynolds, 1994]. A differential delay stage where this linearization has been realized is shown in Fig. 19.23
[Young, 1992], along with the biasing circuitry that is used to control the voltage swings. Each stage consists of a
differential amplifier with p-channel input resistors and resistive loads. The resistive loads realized using n-chan-
nel transistors biased in the triode region. Their resistance is adjusted by the bias circuit so that when all of  is
flowing through them, they will have  across them, where  is obtained from a temperature-independent
voltage reference. This is achieved by using a replica of the delay cell in the bias circuit. The replica consists of

, , , and . In the replica, all of  flows through  and , so  and  could have been eliminated
from the circuit—they have been included in the figure for clarity only. Recalling that  is actually realized by
an n-channel transistor, it is seen that the negative feedback loop including the opamp will cause the voltage
across  to be equal to  when  is going through it. Since the output of the opamp is also used to control
the resistance of all the triode-region resistances used for the delay cells of the ring oscillator, they will also have

Fig. 19.21 Realizing a ring 
oscillator using fully 
differential inverters for 
improved power-supply 
rejection.

Vout

Vout (quadrature)

Fig. 19.22 A fully differential inverter 
with a programmable delay. CMFB 
circuitry not shown.
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770 Chapter 19 • Phase-Locked Loops

 across them when  flows through them. Next, if the VCO frequency changes because of a change in ,
and therefore in , the bias loop will change the resistance of the delay-stage loads so the maximum voltages
across them will still equal . Assuming the capacitive loads of each stage are constant (a good assumption), the
delay of each stage will be inversely proportional to . This makes the frequency of oscillation proportional to .

In an interesting modification of the ring oscillator of Fig. 19.21, two multipliers have been added in
Fig. 19.24. This modification achieves a doubling in the output frequency while still realizing two quadrature
outputs [Buchwald, 1992]. Indeed, if quadrature outputs are not required, it is possible to connect the two multi-
plier outputs to an additional third multiplier. This achieves another doubling of frequency, but there is now only a
single output. Another interesting variation of a ring oscillator is described in [Razavi, 1994], where the outputs of

Fig. 19.23 A differential delay cell having resistive loads consisting of n-channel transistors.
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Fig. 19.24 Modifying the ring oscillator of Fig. 19.21 to achieve a doubling of frequency.
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19.4 Electronic Oscillators 771

a three-stage oscillator are combined in a novel manner to obtain a single output with a period equal to only two
inverter delays.

19.4.2 LC Oscillators

LC oscillators are an example of tuned oscillators. Whereas ring oscillators use active amplifier stages to provide the
 phase shift required for loop instability, tuned oscillators insert a tuned (resonant) circuit into a feedback loop to

provide the phase shift. In the case of an LC oscillator, the resonance is provided by a parallel LC combination.
A simple LC oscillator is shown in Fig. 19.25(a) and its small-signal differential half-circuit is in

Fig. 19.25(b) where  models the output resistance of the transistors as well as any losses associated with the
inductor and/or capacitor. Note the similarity with the one-stage ring shown in Fig. 19.19(b). The parallel RC net-
work in the one-stage ring provides only  phase shift making it stable; the second-order resonant LC tank in
Fig. 19.25 provides the additional phase shift required for oscillation. The inductors provide a dc bias voltage to
the transistor gates and drains ensuring they are in saturation. The frequency of oscillation is the resonant fre-
quency of the tank.

(19.84)

At resonance, the LC tank has infinite impedance. At that single frequency, the circuit reduces to only  in par-
allel with the transconductor, equivalent to . If the negative resistance is larger than , upon startup
the amplitude of oscillations at  increases exponentially. If, however, the resistance  is larger than 
the response decays and the circuit will not oscillate. Hence, to ensure oscillation, the transistors are sized and
biased to ensure

(19.85)

This small-signal analysis is applicable at startup and is therefore useful in finding conditions for oscillation, but
the large swings present after oscillations start render it inaccurate (as it predicts the oscillation amplitude grows
without bound).

The implementation of the passive tank circuit is critical to the design of an integrated LC oscillator. The
capacitors will generally be a combination of parasitic capacitances, varactors to enable tuning of f0, and perhaps
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Fig. 19.25 (a) A simple CMOS LC-oscillator and (b) its differential small-signal half-circuit.
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772 Chapter 19 • Phase-Locked Loops

metal-metal capacitors in series with switches for coarse tuning of f0. CMOS inductors are formed with spirals of
the metal used for interconnect, as pictured in Fig. 19.26(a). They are restricted to inductance values of up to a few
nH for a spiral several hundred  per side—considerably smaller than what is possible with discrete inductors
due to their smaller physical size and the constraints of modern CMOS fabrication process which preclude the use
of magnetic cores. Electrically, inductors behave similar to the model in Fig. 19.26(b). In addition to the desired
inductance, , parasitic capacitances to ground and resistive losses must be considered.

Several considerations may influence the designer’s choice of whether to use a ring or LC oscillator. The oper-
ating frequency of a ring oscillator depends upon the frequency response of the loop (19.81). As a result, it may be
tuned over a very wide range of frequencies, up to a decade or more, by changing the biasing of the transistors. By
contrast, a LC oscillator's resonant frequency (19.84) can only be influenced by changing the value of the passive
components in the tank making it difficult to realize a tuning range of 2:1 or more. However, the insensitivity of an
LC oscillator to changes in transistor biasing also means that its oscillations will be more stable (hence, have less
jitter) in the presence of temperature and supply voltage variations than those of a ring oscillator. At frequencies
within roughly a decade of the maximum  of the MOS devices, the power consumption of a ring oscillator can
become very high since the individual stages in the ring are required to operate with very high bandwidth. Hence,
LC oscillators are generally preferred a frequencies approaching the speed limits of a given CMOS technology.
However, at low frequencies the required value of the passive inductor is relatively large so the metal spiral requires
a large footprint. As a result, LC-oscillators tend to be larger in circuit area than ring oscillators, a fact which almost
completely precludes their use around 1-GHz and below. Finally, ring oscillators generally start oscillating more
quickly upon power-up than their LC counterparts. In summary, LC oscillators are preferred when high operating
frequency or high spectral purity are required; otherwise ring oscillators offer advantages in area and tuning range.

19.4.3 Phase Noise of Oscillators

Phase noise in oscillators is a fundamental fact of life. Since a lossless oscillator does not exist (that would imply
perpetual motion), every oscillator requires some active circuitry to sustain the oscillations and the active circuitry
must introduce noise. The specific mechanisms by which device noise becomes phase noise can be subtle and are
only recently becoming well understood. However, the phenomenological facts of phase noise are well estab-
lished, and are sufficient to permit a basic understanding and design of integrated circuit oscillators and PLLs.

Si substrate

(a) (b)

L Rs

Cp1 Cp2

Fig. 19.26 (a) A planar integrated inductor may be fabricated on an integrated circuit using the 
metal intended to interconnect transistors by laying spiral traces above the silicon substrate. (b) Its 
series resistance, , and parasitic capacitances to ground,  and , should be included in any 
circuit simulations involving the inductor.
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19.4 Electronic Oscillators 773

The phase noise of integrated circuit oscillators may be characterized as follows.

(19.86)

Although a rigorous treatment to derive the three terms in (19.86) is very involved, their existence can be qualita-
tively understood by simple arguments. The small signal analysis of a ring or LC oscillator will generally reveal
that it has poles in the right half plane, as in Fig. 19.27(a), so its impulse response is oscillation with an exponen-
tially-growing envelope. The amplitude of these oscillations eventually saturates. Although saturation is a nonlin-
ear phenomena, the result is similar to what occurs in a linear system with poles precisely on the imaginary axis as
shown in Fig. 19.27(b): The oscillations are sustained with constant amplitude. The frequency response of such a
linear model  for small offset frequencies  will be roughly constant except for the pole term.

(19.87)

Noise sources within the oscillator are shaped by , which from (19.87) is proportional to .
The discussion so far explains -shaping of noise sources in , but in practice such shaping is also
observed in the phase noise spectrum, as predicted by (19.76).
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Fig. 19.27 Unstable poles of a closed-loop amplifier: (a) poles in the right-half plane give rise to 
oscillations with an exponentially increasing amplitude; (b) as the oscillation amplitude saturates, 
loop gain is reduced and the poles effectively move to the real axis; (c) the frequency response 
around the pole frequency; (d) on a logarithmic scale.
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774 Chapter 19 • Phase-Locked Loops

Hence, white noise introduced within the oscillator’s closed feedback loop is shaped by the oscillator’s
response giving rise to the  term in (19.86). Some sources of noise are switched by the oscillations resulting
in an up-conversion of their noise spectral density to the carrier frequency before being shaped by the oscillator
response. A classic example is illustrated in Fig. 19.28 where noise is introduced by the tail current transistor in a
differential pair with oscillating inputs. Flicker noise up-converted in this way, and then spectrally shaped by the
closed-loop oscillator response gives rise to the  term in (19.86). Finally, it was shown in Example 19.9 that
additive white noise superimposed on a sinusoid gives rise to white phase noise. This is the situation when white
noise is introduced immediately following an oscillator core, for example by a buffer, and the resulting phase
noise is modeled by  in (19.86). The superposition of these three effects is diagrammed in Fig. 19.29.

A logarithmic plot of phase noise based on (19.86) is sketched in Fig. 19.30. The corner frequency  marks
the transition between the -dominated region and the -dominated region and is given by the frequency at
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Fig. 19.28 Up-conversion of noise sources by switching in an oscillator.
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19.4 Electronic Oscillators 775

which these two terms contribute equally to .

(19.88)

A potentially troubling aspect of the phase noise model in (19.86) is that the close-in phase noise terms 
and  cause the integrals in (19.60), (19.64), (19.66), and (19.68) to diverge. The absolute jitter (19.60) of an
oscillator does, in fact, diverge—another reason that it is a mostly analytical tool. However, the period, P-cycle,
and adjacent period jitter of an oscillator may be measured in a lab and are finite, in contrast to the model’s predic-
tions. Hence, the simple phase noise model of (19.86) is considered inaccurate at very small offset frequencies, .
The problem is that defining phase noise as the noise spectral density of  is strictly valid only if phase is a sta-
tionary random process. In fact, it is not [Gardner, 2005]. When observed over long periods of time (on the order
of seconds) this non-stationarity causes analytical problems, so phase noise is not usually considered below a few
Hertz. When using (19.64), (19.66) and (19.68) to estimate jitter a lower integration limit of a few Hertz is there-
fore applied [Liu, 2004]. Above this limit the phase noise model of (19.86) is reliable and can be integrated to
accurately estimate jitter.

To understand the unboundedness of the absolute jitter of an oscillator, consider how the P-cycle jitter evolves
for increasing P. As shown in Fig. 19.31, as P increases, the variance of the oscillator’s P-th consecutive zero cross-
ing time increases. Qualitatively, this is because disturbances in the state of the oscillator due to internal noise per-
sist, circulating around its closed feedback loop. Hence, the jitter becomes a superposition of noise contributions for

f

Sφ osc, f( )

–30dB/decade

–20dB/decade

fc

Fig. 19.30 Typical phase noise of an integrated circuit oscillator.
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Fig. 19.31 The accumulation of jitter over multiple cycles.
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776 Chapter 19 • Phase-Locked Loops

all past time and grows without bound.16 Looking at the expression for P-cycle jitter in (19.66), with small  the
 term in the integrand filters out low-frequency phase noise, . As P increases, more low-frequency

phase noise is included in the integral and the resulting P-cycle jitter therefore grows.
A logarithmic plot of  versus  is sketched in Fig. 19.32 [Liu, 2004]. The  component of

phase noise causes P-cycle jitter to increase in proportion to . Including only this term in (19.66), it may
be shown that

(19.89)

Once N becomes large enough for frequencies below  to have a significant effect, the  term causes P-cycle
jitter to grow approximately in direct proportion to  with the transition between the two behaviors at

. (19.90)

Equations (19.89) and (19.90) allow for estimates of the phase-noise profile of an integrated oscillator, Fig. 19.30,
from the time-domain measurements in Fig. 19.32.

EXAMPLE 19.18

The P-cycle jitter of a VCO operating at 1.5 GHz is observed for different P to obtain a plot like Fig. 19.32 with
. The P-cycle jitter over 10 cycles ( ) is 2.0 ps rms. Estimate the phase noise of the VCO using the

model in (19.86) but neglecting the white-phase noise term , which is only important at very high frequencies.

Solution
Substituting , , and  into (19.89) yields an estimate of the phase noise
model parameter . Using (19.90) with  yields . Finally, substitution into
(19.88) yields . Hence, the phase noise of the VCO may be modeled as follows:

(19.91)

16. This is analogous to a random-walk process: a person beginning at a fixed point takes a step (randomly) in any direction. Over time, 
their mean position remains equal to their starting point since their direction of travel is random, but the variance of their position con-
tinues to grow as they may (with finite probability) wind up very far from the their starting point.

P
πfPT0( )2sin Sφ f( )

σJ P( ) P h2 f2⁄
P

σJ P( ) h2T0
3 P⋅=

fc h3 f3⁄
P
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25T0fc
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0.5
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Pc( )log
Fig. 19.32 The evolution of 
P-cycle jitter over time.
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19.5 Jitter and Phase Noise in PLLs 777

19.5 JITTER AND PHASE NOISE IN PLLS
There are several sources of jitter in a PLL. Notably:

• Jitter on the input reference, 
• Jitter inherent in the VCO
• Noise generated by circuitry in the loop filter
• Noise generated by circuitry in the divider

Since the jitter in any practical PLL is relatively small, its propagation through and within the loop can be ana-
lyzed using a linear small-signal model. The noise sources listed above are introduced at various points in the
loop, as shown in the linear model block diagram in Fig. 19.33. In order for that diagram to be general, all noise in
the phase detector and loop filter must be modeled by the single output-referred noise voltage, , and the addi-
tional jitter introduced by the divider is modeled by the additive term . Also labeled in Fig. 19.33 are the power
spectral densities of all the random signals: the noise spectral density , and the phase noise spectra , ,

, and . Each noise source’s contribution to the PLL output phase noise is filtered by a different response.

19.5.1 Input Phase Noise and Divider Phase Noise

Both the input reference phase noise and divider phase noise appear at the input and are therefore filtered by the
PLL’s jitter transfer function,

(19.92)

where  is the PLL’s open loop gain given by (19.30). For the special case of a 2nd order PLL, (19.92)
becomes (19.35).

Since the loop filter  is lowpass,  will also be lowpass. A dc gain of  arises because the
output frequency is N-times higher than the input; hence, a phase variation of  rad at the input that is
perfectly tracked at the output becomes a  rad phase change with respect to the higher output fre-
quency. Hence, any slow variations in the timing of the input clock will be faithfully reproduced in the out-
put clock—exactly what one would expect from a phase-locked system. However, very fast variations in the
input clock phase, those that lie beyond the PLL’s closed-loop bandwidth, are not tracked. Rather, they are
attenuated by the lowpass .
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Fig. 19.33 Linear model of an integer-N PLL showing noise sources.
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778 Chapter 19 • Phase-Locked Loops

19.5.2 VCO Phase Noise

The VCO phase noise is filtered by a highpass response straightforwardly obtained from the signal flow graph of
Fig. 19.33.

(19.93)

At high frequency,  and VCO phase noise appears unaltered at the output, . However, at low
frequency the loop gain is large and VCO phase noise is attenuated. At first sight, it may appear strange that the
VCO’s inherent phase noise somehow disappears when enclosed within a PLL.

The PLL senses variations in the VCO’s output phase and adjusts the input  to counter those variations
in an effort to keep the output phase-locked to the input. Hence, slow natural variations in the VCO’s phase are
completely canceled by the loop. On the other hand, the loop is unable to respond to very fast variations, which
appear identically in the high-frequency portion of  and . 

EXAMPLE 19.19

A VCO with a phase noise given by  is placed within an ideal second-order PLL. What is the
resulting phase noise at the output?

Solution
For a second-order PLL, the open-loop gain  is specified in (19.33). Substitution into (19.93) yields the trans-
fer function from VCO phase noise to the PLL output.

(19.94)

The output phase noise is given by,

(19.95)

This is a bandpass spectrum with a peak around . If (19.95) is substituted into (19.60) with the upper limit of
integration approximated as infinite ( ) a very simple expression is obtained for absolute jitter.

(19.96)
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19.5 Jitter and Phase Noise in PLLs 779

This expression reveals that the PLL loop bandwidth (approximately equal to ) should be maximized in
order to minimize the contribution of VCO phase noise to a PLL’s output jitter.

19.5.3 Loop Filter Noise

Looking at Fig. 19.33, the loop filter noise  is filtered by the following response:

(19.97)

At high frequencies due to the lowpass , . At low fre-
quencies, . Typically, the combination of the phase
detector and loop filter  has very high gain at dc to ensure pre-
cise phase locking of the input and output in steady-state, so  is also very
small at dc. For example, in the case of an ideal charge-pump loop filter 
has a pole at dc, so that . Hence, noise introduced in the loop fil-
ter appears bandpass-filtered in the output phase noise.

Typical PLL responses , , and  are sketched in
Fig. 19.34. The PLL loop bandwidth sets the cutoff frequency below which VCO phase noise is attenuated and
above which input reference (and divider) phase noise is attenuated.
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Key Point:  PLL loop bandwidth 
sets the cutoff frequency below 
which VCO phase noise is attenu-
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780 Chapter 19 • Phase-Locked Loops

EXAMPLE 19.20

Consider the charge-pump PLL designed in Example 19.8 and consider its operation with  using the
VCO in Example 19.18. Assume the 20-MHz PLL input (after the  divider) has a phase noise modeled by
(19.86) with , , and . What is the phase noise of the PLL output due
to the reference input, loop filter resistor, and VCO?

Solution
The contribution of the reference input to the PLL output phase noise is given by

filtered by . If  is neglected,  is given by (19.35) with the values of  and  being those chosen
in Example 19.8:  and  respectively.

The loop filter resistor  results in thermal noise at the control voltage node, . Its noise spectral density
may be determined by a noise circuit analysis of Fig. 19.35 resulting in

(19.98)

where . Maintaining the 2nd-order model, this noise is then bandpass filtered by

(19.99)

where  from Example 19.8.
Finally, from Example 19.18 the VCO phase noise modeled by (19.91) is filtered by  with  as

in (19.94). 
The total output phase noise is the superposition of all contributors.

(19.100)

A plot of all three phase noise contributors and their sum is shown in Fig. 19.36. Note that at low frequencies, the
total output phase noise is equal to the input reference phase noise because the other noise contributors are filtered
out by the PLL. Similarly, at high frequencies only the VCO phase noise contributes. In this example, thermal
noise in the loop filter plays an insignificant role in the total output phase noise—a typical result. The jitter of the
PLL output will be dominated by the high-frequency VCO noise contributions which span a much wider range of
frequencies than the input-dominated portion of the phase noise spectrum and, hence, contribute much more to the
integral in (19.60).

N 75=
M 2=

h0 10 14–  rad2 Hz⁄= h2 10 9–  rad2 Hz⋅= h3 0≈

Sφ in, f( ) 8 10 16–⋅ 7 10 11–⋅

f2
-------------------+⎝ ⎠

⎛ ⎞  rad2 Hz⁄=

H f( ) 2 C2 H s( ) ωpll ωz'

2π 800 kHz⋅ 2π 400 kHz⋅
R Vcntl

R

C1

Vn
2 f( )

C2

VR
2 f( ) 4kTR=

Fig. 19.35 Equivalent circuit for the noise 
analysis of a charge-pump loop filter.
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19.6 KEY POINTS
• The instantaneous frequency deviation of a VCO from its free-running frequency is the derivative of its instan-

taneous phase. Hence, its instantaneous phase is the integral of the instantaneous frequency deviation. [p. 740]
• Once a PLL is in lock, its dynamic response to input phase and frequency changes can be well approximated by

a linear model, as long as these changes are slow and small about their operating or bias point. [p. 748]
• The design of a second-order PLL with Q = 0.5 provides good transient settling behavior without excessive

spreading of the loop filter time constants. A design with Q = 0.1 offers even better tracking behavior, but gen-
erally demands a larger loop-filter time constant for the same loop bandwidth. [p. 750]

• Due to the discrete-time nature of the PLL, its loop bandwidth is limited by stability considerations to at most
roughly 1/20th to 1/10th of the reference frequency, a fact not predicted by the continuous-time linear model.
[p. 752]

• Jitter is a measure of random variations in the timing phase of a clock signal and phase noise is its fre-
quency-domain representation. They present fundamental limitations on the accuracy of time references.
[p. 756]

• The absolute jitter of a clock, τk, is a discrete-time sequence giving the displacement of its transition times away
from their ideal values. [p. 756]

• Periodic variations in the phase of a clock result in discrete tones in phase noise spectra and are called spurs.
[p. 762]

• PLL loop bandwidth sets the cutoff frequency below which VCO phase noise is attenuated and above which
input reference (and divider) phase noise is attenuated. [p. 779]
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19.8 PROBLEMS
19.8.1 Section 19.1: Basic Phase-Locked Loop Architecture

19.1 A VCO having  oscillates at a frequency of 1 GHz with . A rectangular 
pulse appears on  with an amplitude of 1 Volt and a duration of 0.5 ns. What is the resulting phase change at 
the output of the VCO?

19.2 A VCO has a free-running frequency of 600 MHz with . Its output is applied to a frequency divider 
with . When a pulse of amplitude 100 mV and duration 1 ns is applied to , the phase of the 300 MHz 
clock at the output of the divider is observed to change by 40 degrees. Estimate  in units of .

19.3 Find an expression in terms of  and  for the number of clock cycles required for the output phase of a 
VCO to change by  after  is changed from 0 to 1 mV.

19.4 Select the loop filter components , , and  in a charge-pump PLL so that the maximum capacitance is 30 
pF, , and to provide a zero at 100 kHz.

19.5 A PLL with  accepts a reference clock input at 20 MHz. The VCO has a free-running frequency of 80 
MHz and . Find the steady-state value of  in lock.

19.6 A PLL with  accepts a reference clock input at 40 MHz and uses a VCO whose free-running frequency 
varies over the range 700–900 MHz with changes in temperature. Find the value of  required to ensure that 

 when the PLL is in lock.

Kosc 2π 100 106⋅×  rad/Vs= Vcntl 0=
Vcntl

Vcntl 0=
N 2= Vcntl

Kosc rad V⁄
ω0 Kosc

2π rad Vcntl

R C1 C2

C2 0.05C1=

N 5=
Kosc 2π 40 106⋅×  rad/Vs= Vcntl

N 20=
Kosc

0.5 V– Vcntl 0.5 V< <
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19.8.2 Section 19.2: Linearized Small-Signal Analysis

19.7 Verify expressions (19.42) and (19.43).
19.8 Produce accurate Bode plots of the open loop response  of a charge-pump PLL for the two cases below, both 

with and without including . In each case, find the impact of  upon the phase margin of the loop.

a.  and 
b.  and 

19.9 A PLL is to operate with a reference clock frequency of 50 MHz and an output frequency of 2 GHz. Design a loop 
filter for the charge-pump phase comparator so that the loop bandwidth is approximately 1/15th of the reference 
clock frequency and . Assume the VCO has  and the charge-pump cur-
rent is .

19.10 A PLL is to operate with a reference clock frequency of 10 MHz and an output frequency programmable over the 
range 450 - 550 MHz by changing the divide ratio, . What value of  results in the worst case loop bandwidth? 
Assuming , what range of voltages must be accommodated at ? Design the 
charge pump loop filter to have a loop bandwidth equal to 1/15th of the reference clock frequency and  
when the output frequency is set to 500 MHz and . Find the new values of  when the output fre-
quency is changed to 450 MHz and 550 MHz without changing the loop filter.

19.11 A charge pump PLL must provide a 1 GHz output and a loop bandwidth of  while operating from 
a 20 MHz reference input. With  and , find the values of the loop fil-
ter components , , and  to have . Then, the input reference frequency is changed to 25 MHz. The 
same output frequency and loop bandwidth are maintained while changing only the values of  and . Find the 
corresponding new values of , , and .

19.12 An additional pole may be introduced into a charge pump PLL by modifying the loop filter as shown in Fig. 
P19.12. Find expressions for  and all of its poles and zeros.

19.13 Another popular charge pump PLL architecture is shown in Fig. P19.13. In this architecture, the VCO accepts two 
inputs:  and . Each influences the instantaneous frequency via a different gain:

Find expressions for the open loop gain, , and closed loop jitter transfer function, , of this PLL in terms 
of the loop parameters, , , , , etc.
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Q 0.1= Kosc 2π 150 106⋅×  rad/Vs=
Ich 15 μA=

N N
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19.8.3 Section 19.3: Jitter and Phase Noise

19.14 A clock waveform at a nominal frequency of 125 MHz is observed to have zero-crossings at the following times:

Find the absolute jitter sequence, , the period sequence, , the period jitter sequence, , and the 3-cycle jitter 
sequence, .

19.15 A clock voltage waveform at frequency  has amplitude  and rise-
fall times of , as illustrated in Fig. P19.15. Superimposed is gauss-
ian voltage noise with variance . Find expressions for the variance 
of the absolute jitter in seconds, , and in radians, .

19.16 Consider the common source amplifier of Fig. 19.14 where transistor 
 is biased in saturation by dc source  and  is a noiseless 

small-signal sinusoid of amplitude . Find the absolute jitter in sec-
onds, , and in radians, , that results from power supply noise having a variance . You may neglect all 
other noise sources and parasitic capacitances.

19.8.4 Section 19.4: Electronic Oscillators

19.17 A ring oscillator made from  identical stages modeled as in Fig. 19.19(b) has an open loop response  given 
by (19.81). Find an expression for the frequency at which  exhibits  phase shift in terms of , , , 
and .

19.18 For a ring oscillator with  identical first-order stages modeled as in Fig. 19.19(b), find an expression for 
the minimum dc gain per stage required to ensure that the ring is unstable.

19.19 An 2 GHz LC oscillator is to be designed as in Fig. 19.25 using a 1 nH inductor and with . Find the 
required total tank capacitance, . Estimate the required power consumption, assuming the supply voltage is 1.5 
V and the transistors are biased so that .
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19.20 The varactor in an LC VCO can change its capacitance by at most  with changes in . What is the 
resulting percentage change in the VCO’s oscillation frequency?

19.21 The capacitance of a varactor changes linearly with its control voltage by . Find an expression for the 
gain of an LC VCO, , using such a varactor in terms of  and .

19.22 A  VCO is to be designed using a 500 pH inductor and a varactor to cover the range of frequencies 2.8 GHz 
to 3.2 GHz with . What range of capacitance values must  cover? Express this range as a 
percentage of the nominal capacitance at . Assuming that  varies linearly with  over the range 

, by what percentage does  change going from 2.8 GHz to 3.2 GHz?

19.8.5 Section 19.5: Jitter and Phase Noise in PLLs

19.23 An input clock at 2.5 GHz is known to have a significant spur at 100 MHz offset. We wish to design a charge 
pump PLL to suppress that spur by at least 60 dB. Assuming the filter has , what should be the band-
width of the PLL?

19.24 For a particular 1.5 GHz PLL designed to have  and a loop bandwidth of 500 kHz, it is required that the 
VCO’s inherent phase noise contribute only 10 ps rms to the absolute jitter at the PLL output. Find a specification 
on  assuming the VCO’s phase noise is adequately modeled by .

19.25 A VCO’s phase noise is  with . Find the loop bandwidth of a charge 
pump PLL with  so that the absolute jitter contributed by the VCO to the output of the PLL is 0.01 
radians rms.

19.26 Find the peak value of , the frequency response from loop filter noise to PLL output phase noise in (19.99), 
in terms of the PLL parameters, , , etc.

19.27 Assume that power supply noise introduces white noise onto  that may be modeled as in Fig. 19.33 with 
. Find the maximum VCO gain, , so that with  the contribution of this 

power supply noise to the PLL’s output phase noise never exceeds .
19.28 Find an expression for the contribution of resistor  to the output phase noise for the PLL depicted in Fig. 

P19.13.
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Index

1/f noise, see noise, 1/f
1/f noise tangent, see noise, 1/f noise tangent
1’s complement, 612–614
2’s complement, 606, 612–614, 717

A
A/D converter:

algorithmic, 647, 662–665, 666, 667
charge-redistribution, 653–659
cyclic, see A/D converter, algorithmic
dual slope, 646–648
flash, 647, 673–678, 680, 682–685
folding, 647, 680, 683–687
ideal, 608–609, 611, 615–618
integrating, 646–650
interpolating, 647, 675, 680–683, 685–686
Nyquist-rate, 606, 646–695, 711
oversampling, 537, 594, 606, 611, 618, 646, 647, 696–737
pipelined, 588, 617, 647, 664, 665–673, 678, 679
quad-slope, 648
single-slope, 648
successive-approximation, 647, 650–662, 665
time-interleaved, 647, 687–689
two-step, 647, 677–680, 683, 686

acceptor, 2
accumulated channel, 16–17
accuracy:

absolute, 615, 618–619, 679, 680
relative, 615, 616, 618, 619

active load, 120, 122, 124, 126, 136, 138, 196, 224, 243, 244, 
264, 283, 395

active-RC, see filter, active-RC
active region:

bipolar operation, 333–335, 337–338, 462, 464
MOSFET layout, 86–88, 90–93, 97–98, 484
MOSFET operation, 20–34, 41, 118, 120, 129, 130, 132, 

165–167, 194, 262, 379–381, 425, 
493–499, 509

adaptive filter, 523–524
algorithmic A/D, see A/D converter, algorithmic

aliasing, 469, 519, 537, 540, 543–544, 553–557, 606, 696, 702, 
711, 717, 721, 760

amorphous silicon, 15, 82
annealing, 76–77, 84, 96, 347–348
antenna rules, 94–95
anti-aliasing, see aliasing
aperture jitter 445, 617, 620
aperture uncertainty, see aperture jitter
arsenic 2, 76, 77, 79, 82, 83

B
bandgap, 306, 310–320, 321
beat test, 445, 446
bias circuit, 243, 260, 299, 302–304, 307–310, 767, 769
BiCMOS, 86, 290, 331, 346–348, 433–436, 452, 453, 456–460, 

506–509, 557, 626
bilinear transform, 550–552, 573–574
binary search, 651–652, 662
binary-scaled D/A, see D/A converter, binary-scaled
bipolar-junction transistors (BJTs), 7, 13, 14, 20, 38, 42, 49, 86, 

95–96, 290, 311, 315, 331–346, 348–349, 356–359, 378, 380
bipolar process, 310, 346–349
biquadratic filter, see filter, second-order
body effect, 20, 24, 26, 30, 51–52, 64–66, 68, 81, 

120–128, 130, 179, 188, 190, 244, 263, 308, 353, 381, 447, 
559

Boltzmann's constant, 4, 38, 311, 378
boron, 2, 74, 76, 77, 79, 81, 83, 347
BSIM model, 52
bubble error, 674, 676–677, 686
built-in junction potential, 3, 4, 50–52, 56, 341, 345–346
buried n well, 85
buried collector, 332
butting contact, 90

C
calibration, 522, 593, 638–640, 648, 659–661, 

702, 728–729
capacitor:

metal-metal, 59–60
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MOS, 58–59
pn junction, 6–13, 58

cascade:
current mirror, 129–131, 309–310
folded, 131–133, 181, 186–187, 252, 268–269, 271–274, 

279–280, 283–284, 286–288, 291, 293
gain stage, 131–133, 138, 181–182, 187, 198, 271
opamp, 242, 252, 268–274, 277, 279–280, 283–284, 

286–288, 291, 293
telescopic, 131–132, 181, 186–187

channel-length modulation, 21–23
charge injection 18, 292, 413, 418–424, 447, 450, 451, 454, 559, 

585–588, 592, 638, 640
charge-redistribution:

A/D, see A/D converter, charge-redistribution
D/A, see D/A converter, charge-redistribution

chemical vapor deposition (CVD), 78, 80, 84–85
chopper stabilization, 252
clock synthesis, see frequency synthesis
CMOS pair, 493–494
common centroid, 103–104, 108, 113
common-drain amplifier, 122–124
common-gate amplifier, 124–127, 138, 179–181, 198, 325–327
common-mode feedback (CMFB), 283285, 288–293, 432
common-mode rejection, 281, 284, 451, 454
common-source amplifier, 36–38, 120–122, 132, 138, 166–170, 172, 

174–179, 198, 230, 233–234, 243–244, 265–266, 288, 292, 395
comparator, 413–439, 524, 585, 595–599, 646–647, 651–653, 

656, 658, 660–662, 667–678, 681–683, 685–686, 707, 723
hysteresis, 414–415
latched, 426–435, 437–439, 596, 681, 685–686
noise, 413–414
offset, 413–414, 417–418, 430–431
phase, see phase detector
preamplifier, 426–427, 430–433, 436–439
specifications, 413–415

compensation, see frequency compensation
complex filter, see filter, complex
complex signal, 525–527
computer aided design (CAD), 74, 86, 93–94
constant transconductance, 269, 307–310, 315, 327, 519–520
continuous-time filter, see filter, continuous-time
conversion time, 617, 650, 652
correlated double-sampling (CDS), 252, 558, 593–594
current mirror:

advanced, 261–267, 309–310
bipolar, 349–350, 360
cascode, see cascode, current mirror
CMOS, 101, 118–120, 122, 124, 136–138, 261–267, 275–27, 

284–286, 307–310 
ideal,101, 118–120, 122, 124, 136–138, 275–277, 284–286, 

307–309
source-degenerated, see source degeneration, current mirror
symbol, 267
wide-swing, see wide-swing current mirror

current-mode D/A, see D/A converter, current mode
cyclic A/D, see A/D converter, algorithmic
Czochralski method, 73

D
D/A converter:

binary-scaled, 628–634, 640, 642
charge-redistribution, 632–633, 635–636, 642
current-mode, 628, 633–637
decoder-based, 623–628, 642
hybrid, 623, 640–643
ideal, 606–608, 611
Nyquist-rate, 606, 623–642
oversampling, 606, 623, 696, 701–702, 713–714, 723–725, 

727–729, 732–734
resistor-string, 623–267, 658 
successive approximation, 652 
thermometer-code, 623, 634–642, 727–728

decibels (dB), 146–147
dBm, 365

decimation, 702, 711, 714–718, 720
decoder-based D/A, see D/A converter, decoder-based
delayed integrator, see integrator, delayed
delay-free integrator, see integrator, delay-free
delta-sigma modulation, 696, 702–714, 718–732

bandpass, 721–722
error-feedback, 709–710
first-order, 704–707
idle tones, 725–727
interpolative, 703–704, 718–719
multi-bit, 727–730
multi-stage (MASH), 719–720
second-order, 706–708
stability, 709, 718–720, 722–723, 726, 727, 729, 730
third-order, 730–732

depletion capacitance, 4, 6–8, 11–13, 32, 36, 52
bipolar, 336, 341, 346

depletion region:
bipolar, 333–334, 357–358
capacitor, 58, 110
MOS, 16–17, 19–22, 48, 64–65, 67, 166
pn junction, 3–7, 10–11, 13, 63, 395
resistor, 55

depletion transistors, 14, 16, 310
design rule, 87, 90
differential nonlinearity (DNL), 616, 618–621, 628, 634, 636
differential pair:

bipolar, 353–356
layout, 103–104
mismatch, 102
MOS, 102–104, 135–138, 193–197, 303–304

diffusion, 3, 42, 44, 61–63, 75, 76, 343, 346, 356–359
diffusion capacitance, 11–13, 62–63, 335–336, 341, 359
digital error correction, 659–662, 670, 673–674, 678, 679–680, 

689, 728–729
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diode bridge, 452, 456–458
diode-connected transistor, 118, 136, 266, 272, 289, 308, 

431–432, 483
diode, 2–13, 39, 50, 310–311, 319–320, 335, 378–380, 436, 

456–458
Dirac delta function, see impulse function
direct frequency tuning, see tuning, direct frequency tuning
discrete-time filter, see filter, discrete-time
discrete-time signal processing, 537, 543, 553
dither, 726
divider:

admittance, 151–152
capacitor, 420, 458, 476
clock, 738–741, 743, 747, 749, 752, 754–755, 777, 779–80
current, 642
resistor, 111, 352
voltage, 321

dominant-pole:
approximation, 147, 169, 172, 173, 175, 185, 190, 213, 

216–218, 220, 227, 234, 246, 248, 275, 327
compensation, 254–260, 269, 271, 323, 416, 474

donor, 2, 62, 74, 81, 341
doping, 1–2, 4–7, 11, 16, 23–24, 28, 51–52, 61, 64–65, 74, 

76–77, 79, 81, 85, 97, 111, 341, 348, 359
downsampling, 543–544, 717
drain-induced barrier lowering (DIBL), 42, 48
drift, 11, 42, 44, 49, 66–67
droop rate, 444–445
dropout voltage, 322, 324
dual-tone multi-frequency (DTMF), 599
dynamic element matching (DEM), 727–728
dynamic range, 331, 363, 377, 383, 397–398, 404, 445, 495, 

509, 557, 577, 580, 583
data converters, 617–618, 689, 696, 702, 709, 713, 719, 720, 

722–723, 727, 731
dynamically matched current source, 638–640, 728

E
Early voltage, 334–335, 345–346, 348
effective gate-source voltage, 17, 25–26, 42, 45, 101, 177, 253, 

260, 262–263, 266, 272, 277, 289, 303, 309, 419, 426, 448, 
484, 492

effective resolution bandwidth, 618
EKV model, 52
emission coefficient, 50
emitter degeneration, 349–350, 463–464, 480–481, 483, 

500–502, 518
emitter follower, 349–353, 433, 437–438, 458–459, 506, 677
enhanced output-impedance:

current mirrors, 263–267, 285
enhancement transistors, 14, 24
epitaxial, 74, 82, 85, 96, 111, 336, 346, 348
error-feedback, 709–710
Euler's relation, 145

F
Fermi potential, 24, 28, 64
field implants, 32–33, 79–81, 85, 89, 97
fill requirements, 94
filter:

active-RC, 242, 509–512
biquad, see filter, second-order
complex, 528–531
continuous-time, 469–531
discrete-time, 545–552, 572, 760–761
finite impulse response (FIR), 550, 715, 717, 720 
first-order, 387–390, 470, 572–577
Gm-C, 471–509
infinite impulse response (IIR), 550, 715, 717
MOSFET-C, 512–516
noise, 371–375, 387–390
R-MOSFET-C, 516
second-order, 470–471, 577–585
switched-capacitor, 242, 572–585
transconductance-C, see filters, Gm-C
tuning, 516–524

finite impulse response (FIR) filter, see filter, finite impulse 
response (FIR)

first-order filter, see filter, first-order
flash A/D, see A/D converter, flash
folded-cascode opamp, 252, 268–274, 279, 283–284, 286, 291
folding A/D, see A/D converter, folding
Fourier Transform, 145–148, 154, 369, 446, 525, 540, 

595, 649, 758
four-transistor integrator, see integrator, four-transistor
free-running frequency, 739–740, 747, 754
frequency compensation: 

bias circuit, 308–309
common-mode feedback, 286, 291, 474
comparator, 416–417, 424
current mirror, 277–280
feedback amplifier, 218, 254–255, 396, 452, 507, 558, 596
folded-cascode opamp, 268–269, 271, 274
output impedance enhancement, 267
source-follower, 191–193
two-stage opamp, 245–248, 255–261, 509
voltage regulator, 323–325

frequency response:
decimation, 716
feedback amplifier 209, 212–216, 219, 221 
filter, 510–511, 516, 523), 545–548, 572, 574
integrating A/D, 649
noise transfer function, 722
phase locked loop (PLL), 748–756, 777–781
sample-and-hold (S/H), 552–554 
single-stage amplifier, 144–197, 264–265
voltage regulator, 326

frequency synthesis, 738, see also phase-locked loop (PLL)
fringing capacitance, 31–32, 35, see also overlap capacitance
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fully-differential circuits:
A/D converter, 662, 672, 674
comparator, 422, 432
filter,  474–477, 484, 491, 506–507, 510, 512, 514, 528–531, 

568, 570, 573, 575–578
opamp, 265, 281–292
oscillator, 768–769
sample-and-hold (S/H), 451, 456, 458

G
Gm-C filter, see filter, Gm-C
gain boosting, 263–264, 269
gain error, 447, 586

data converter, 615, 618–19, 648
feedback amplifier, 221, 228–229

gate capacitance, 17–18, 35, 165, 380
gate leakage, 49, 381
Gilbert multiplier, see translinear multiplier
graded junction, 7–8, 51, 341
Gummel-Poon model, 345–346

H
half-circuit, 194, 355, 430, 514, 517, 771
harmonic distortion, 55–56

total harmonic distortion (THD), see total harmonic distortion 
heterojunction bipolar transistor (HBT), 334, 347–348
HiCuM model, 346
hold step, see sampling pedestal
hot-carrier effects, 48–49, 85
hybrid converter, see D/A converter, hybrid
hysteresis, 414–415, 427, 432, 436–437

I
idle tones, 725–727
image-reject mixer, 525
impact ionization, 48, 263
impulse function, 540, 545, 549
impulse response, 144–146, 545, 550, 715, 773
impulse train, 537, 538, 540
indirect frequency tuning, see tuning, indirect frequency tuning
infinite impulse response (IIR), see filter, infinite impulse 

response
ingot, 73–74
input isolation, 445
input offset: 

comparator, 413–415, 417–418, 424, 427, 432, 434
differential pair, 102, 104
latch, 430–431
opamp, 242, 252–253, 318–319, 449, 453–454, 586, 

588–519, 591, 594, 663
integral nonlinearity (INL), 616, 618–619
integrating A/D, see A/D converter, integrating

integrator:
active RC, 510–511, 646–647
comparator, 430
complex, 531
delayed, 566, 568
delay-free, 567–568
four-transistor, 515–516
fully differential, 474–475
Gm-C, 472–475, 492, 506–509, 518, 521
ideal, 154, 469–471, 522, 704, 716–717, 729
MOSFET-C, 512–516
noise analysis, 372–373, 392
opamp, 245–249, 268–269
parasitic-insensitive, 565–569
parasitic-sensitive, 562–565, 573
switched-capacitor, 521, 562–569, 593–594, 706–707, 

726–727
two-transistor, 512–514

intercept point, 400–403
intermodulation, 400–404, 507, 516, 688
interpolating A/D, see A/D converter, interpolating
intrinsic gain, transistor, 36–38, 45, 121, 177, 217, 234, 242, 

269, 331, 341–342
intrinsic speed, transistor, see unity-gain frequency
inverted channel, 16, 20–21, 59, 64
inverting opamp configuration, 221, 223–224, 

231–233, 256, 279–280, 387–390, 510
ion implantation, 75–77, 79, 81–85, 96–98, 346–347

J
jitter:

A/D converter, 688, 704, 723, see also aperture jitter
absolute, 756–758, 762, 775
adjacent period, 761–762, 764
aperture, see aperture jitter
cycle-to-cycle, see jitter, adjacent period
oscillator, 775–776
P-cycle, 761, 764, 775–776
peaking, 749–750, 753–754
period, 760–762, 764
phase-locked loop (PLL), 777
probability density function, 764–765
transfer function, 749–750, 777–781

junction capacitance, 4, 6–13, 24, 32–36, 39, 40, 42, 50–52, 
55–56, 58–59, 81, 88, 90–91, 95, 98–99, 165–166, 278, 282, 
336, 341, 345–346, 424–425, 458, 559

junction leakage, 49
junction potential, see built-in junction potential

K
kickback, 427, 431, 437–439
Kirk effect, 343–344
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L
Laplace transform, 144–151, 539, 541, 544, 552, 740
latch-up, 48, 83, 85, 90, 95–96, 111, 768
latency, 617, 665, 673, 677, 690
layout, 52, 73, 74, 86–96, 103–112, 363
lead compensation, 242, 245, 254–260, 269, 271, 274, 277–280, 

293, 396, 417, 507
leakage currents, 42, 49, 52, 78, 81, 263, 640
least significant bit (LSB), 606–611, 613–620, 

626–627, 633–635, 641–642, 646, 653, 659–660, 669, 
673,675–676,678–680,683,697, 701, 732

level shifter, 266
lightly-doped drain, 85
line regulation, 322, 326
linear settling, 216–217, 249–250, 279–280
linearity:

data converter, 615–619, 634, 656, 673, 681, 
701–702, 712–713, 718, 721, 723–725, 727–729 

feedback, 207–209
filter, 474, 481–484, 486, 488, 493, 495, 498, 500, 507–510, 

514–516
metrics, 363, 397–404
sample-and-hold, 445
translinear circuit, 461–463
voltage-controlled oscillator (VCO), 769

linearized differential pair, 497–498, 505
local oxidation of silicon (LOCOS), 79–81, 97
loop filter, 738–739, 744, 746–747, 749–755, 777, 779–781
loop gain, 95, 454, 596

common-mode feedback, 289, 291
current mirror, 263, 265
feedback amplifier, 205–208, 210–212, 214–215, 217–218, 

221–226, 228–235
opamp, 255–257
PLL, 748, 768, 773, 777–778
voltage regulator, 321, 324, 327

low dropout (LDO) regulator, 324–327
low-voltage circuits: 

bandgap, 319–320
opamp, 287–288

M
magnitude response, 146–148, 156–158, 168, 198

feedback amplifier, 209, 211, 219 
filter, 527–528, 546
jitter peaking, 749–750
noise transfer function, 372, 374, 387, 405–406
oversampling converter, 722, 730, 733

metastability, 429, 676
metal-metal capacitor, 59–60, 772
Miller capacitance, 32, 68, 104, 177, 185–186, 243, 248, 509
Miller effect, 169–173, 177–178, 181–183, 186, 

198, 356

Miller theorem, 169–173, 176
Mismatch, 96, 98–102, 113, 119, 320, 516, 519

bipolar, 348–349, 360
D/A converters, 628, 670, 688–690
latches, 430, 439
oversampling converters, 710, 728 

missing codes, 616
mobility, 18, 43, 51–52, 61, 66, 85, 98–99, 181, 187, 309
mobility degradation, 44–47, 107, 176–177, 491
moderate inversion, 21, 44, 52
modulator:

amplitude, 594–596
delta-sigma, see delta-sigma modulation
frequency, 444, 462, 768

monotonicity, 616, 623, 626, 628, 630, 634, 636,
640–641, 658, 660

MOS capacitor, see capacitor, MOS
MOSFET-C filter, see filter, MOSFET-C
multiplying D/A (MDAC), 607, 623, 665, 667, 670, 672–673

N
native transistor, 65
nichrome resistors, 85
noise:

1/f, 252, 284, 370–371, 378, 380–382, 390, 
394–395, 418, 436, 558, 588, 589, 591, 593, 594, 632, 774

1/f noise tangent, 376–377
bandwidth, 373–375, 377, 382, 392
comparator, see comparator, noise
factor, 387
figure, 387
filtered, 371–377
flicker, see noise, 1/f
input-referred, 284, 380, 384–387, 391–394, 397, 413–414, 

426, 570–571
opamp, 252, 271, 277, 282, 284, 379, 382, 387–390, 392–394, 

571, 593
pink, see noise, 1/f
power, 282, 364–365, 367, 371, 373, 402–404, 610–611, 696–698, 

700, 706, 708–709, 713, 723, 726
quantization, 606, 609–612, 618, 696–711, 

713–717, 719–722, 726–727, 729–730
shot, 378, 380, 390–391
thermal, 252, 271, 277, 282, 284, 350, 377–381, 384, 

386–387, 390, 392, 394–397, 570–571, 593, 670, 700, 711, 
758–759, 780, 780

white, 369–370, 372–375, 377–378, 381–382, 393, 697, 701, 
725–726, 728, 756–757, 760–761, 764, 774

noise shaping, see delta sigma modulation
noise spectral density, 367–369, 378, 381–383, 386–387, 392, 

758–760, 774–775, 777, 780
noise transfer function (NTF), 703–708, 710, 718–722, 726,

730–731
noninverting opamp configuration, 159, 208, 226–232, 255–256
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nonlinearity, 10, 208, 283, 462, 481, 495, 576, 
615–616, 618, 656, 689, 701, 712, 727–729, 769

nonoverlapping clocks, 557, 559–561
Nyquist:

frequency, see Nyquist-rate
plot, 210
rate, 540, 543–544, 553, 606, 623, 689, 696, 

699–700, 711, 713, 715, 717–718
stability criterion, 210

O
offset:

amplifier, 159, 252–254, 292, 318–320, 348, 390, 449, 447, 
450, 454, 456, 557–559, 585–586, 632 

bias differential pair, 499
binary coding, 606, 612–613, 652
cancellation, 318, 417–418, 423, 430–431, 

588–594, 663–666
comparator, 413–415, 417–418, 420, 423–424, 426–427, 

430–434, 669–673
error, 445, 615–616, 618–619, 627, 646, 648, 652, 656, 

688–689, 720
frequency, 763, 773, 775
mismatch, 102, 104, 688–689
systematic, 252–254

operational transconductance amplifier (OTA), 268, 293, 452, 
472, see also opamp

optical proximity correction, 75
oscillator, see voltage-controlled oscillator (VCO)
overetching, 96–97, 104–105
overlap capacitance, 31–32, 35, 51, 58–59, 68, 77, 83, 86, 165, 

419–421, 586–587
oversampling, 384, 455, 611, 696–709

converters, 537, 594, 606, 618, 647, 696–732
ratio, 699–700, 706, 708–709, 713, 718, 721, 723, 727

oxide definition (OD) region, 78, 81, 86, 98, 104

P
parasitic insensitive integrator, 565–568
passivation, 84
peak detector, 523, 594, 596
permittivity, 4, 18, 56, 58–59, 66
phase detector, 521, 738–739, 741–746, 747–748, 777

multiplier, 444, 462, 741–743
charge pump, 743–746, 752, 755

phase margin:
common-mode feedback, 291
current mirror opamp, 277–279
feedback amplifier, 211–215, 217–221, 228–229, 279, 557–558
folded-cascode opamp, 270–271, 274
phase-locked loop (PLL), 751–753
two-stage opamp, 249, 254–259

phase noise, 756, 758–763
loop filter, 779–781
oscillator, 772–776, 778–779

phase-locked loop (PLL), 777–781
spur, 762

phase response:
Bode plot, 157–159, 163
feedback amplifier, 209–210, 214, 220, 227
integrator, 507, 511, 522
linear system, 145–146, 156–157, 546
phase-locked loop (PLL), 751

phase-locked loop (PLL), 738–781
filter tuning, 521
jitter and phase noise, 777–781
small-signal analysis, 748–756
translinear multiplier, 444, 462

phosphorus, 2, 76–77
photolithography, 74–76, 113
photoresist, 74–76, 78–79, 81–84, 97
pinch-off, see active region, MOSFET operation
pipelined A/D, see A/D converter, pipelined
pole-splitting, 248
polysilicon, 14–15, 31, 47, 54, 59, 64, 81–88, 90–91, 93–98, 

107–109, 111, 113, 165, 347, 558, 623
polysilicon resistors, 107–109, 623
positive feedback:

biasing, 308–309
comparators, 427–434, 438–439, 677
feedback amplifiers, 211
latch-up, 95
oscillator, 599, 768

power supply rejection, 322, 324–327, 447, 674, 769
preamplifier, 395–396, 426–427, 430–433, 436–439, 618, 

675–678
probability density, 610, 764
process-voltage-temperature (PVT), 99
proximity effects, 96–97
PSP model, 52
punch-through, 48–49

Q
Q-factor:

feedback amplifier, 219
filter, 519, 522–524, 577–584, 599
frequency response, 155–156, 164, 189–191
phase-locked loop (PLL), 749–756

quantization, 608, 614, 678–679
noise 606, 609–611, 618, 696–704, 706, 708–723, 726–727, 

729–731
quantizer overloading, 609, 704

R
RAMDAC, 637
recombination, 358
reconstruction filter, see smoothing filter
rectifier circuit, 95, 594, 596–597
reference circuit, 302, 305–306
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voltage, see bandgap
current, 320–321

residue, 678
resistance reflection rule, 351–352, 355
resistor string bowing, 675, 677
resistor-string D/A, see D/A converter, resistor-string
resolution:

-bandwidth, 368–369, 618
comparator, 415, 418, 420, 424, 426–427, 433, 437
data converter, 611, 614–615, 617–618, 669, 673–674, 696
effective, 617–618
frequency, 755
lithographic, 75, 94

resonator, 718–719, 721, 738
return-to-zero (RZ) coding, 724–725
root mean square (rms), 363, 364, 365, 369, 759
root spectral density, 368, 370, 372, 375, 377–378

S
silicide, 82, 85, 108, 109
sampling pedestal (or hold step), 444–445, 448, 451, 464
sample-and-hold (S/H), 49, 384, 444–451, 464, 675, 711

bipolar, 456–459
BiCMOS, 456–460
CMOS, 452–456

sample-and-hold response, 552–554
sampling time uncertainty, see aperture jitter
saturation region, see active region, MOSFET operation
scale current, 11, 311, 333, 461
Schottky diodes, 3, 12–13, 458
second-order filter, see filter, second-order
self-aligned, 83, 347
semiconductor resistor, 57
settling time, 215–217, 221, 249–250, 267, 279–280, 520, 567, 577, 

579, 617, 623–624, 659, 751, 753, 769
shallow-trench isolation (STI), 78, 80, 85, 98
sheet resistance, 54–56, 85, 108–109
short-channel effects, 22–23, 48–49, 51–52, 57, 131, 182, 261, 

263, 267, 696
sidewall capacitance, 32–33, 35, 50, 52, 88
sign magnitude, 606, 612–613
signal transfer function, 703–706, 709
signal-flow-graph (SFG), 525–528, 531, 569–570, 572, 

577–580, 582, 584, 588 
signal-to-noise and distortion ratio (SNDR)
signal-to-noise ratio (SNR), 282, 363, 365, 384–385, 387, 

389–390, 394, 402, 404, 516, 606, 611, 700–701, 706, 
709, 727 

signal-to-quantization noise ratio (SQNR), 611, 618, 700–701, 
706, 708, 709, 718

silicon dioxide, 15, 56, 59, 74, 79
silicon-controlled rectifier (SCR), 95
sinc:

filter, 715–717
response, 553, 554

slew rate, 245, 249–250, 281, 444–445, 453, 557–558, 590
current mirror opamp, 276–278, 285–286
folded-cascode opamp, 269, 272, 274, 282
two-stage opamp, 250–252

small-signal:
analysis, 117–138, 167, 172–197, 204–205, 220, 222–227, 

233–234, 247–248, 270–271, 322–326, 351–356
bipolar transistor model, 338–345
capacitance, 6, 63
capacitor model, 58–60
diode model, 12–13, 39
MOSFET model, 25–37, 40–42, 45, 47, 165–166
MOSFET-C filter, 513–516
oscillator, 767, 771
phase-locked loop (PLL) model, 748–756, 777
resistor model, 54–55
transconductor, 484–488, 493

smoothing filter, 557, 696, 702, 713, 721
source degeneration:

current mirror, 127–129, 180, 308
differential pair, 289, 480–491

source-follower, 65, 122–124, 187–193, 243–244, 252, 290, 677
spot noise, 387
spurious-free dynamic range (SFDR), 402–404
square-law, 1, 21, 26, 42, 45–47, 246, 262, 273, 303, 306, 

493–495, 499
stability:

bias circuit, 308
common-mode feedback, 474
delta-sigma modulator, 709, 718–720, 722–723, 726, 727, 

729, 730
discrete-time filters, 548–550
feedback amplifier, 208–212, 221
first-order system, 214–215
opamp, 187, 197, 243, 249, 255, 263, 269, 270, 417, 449
phase-locked loop (PLL), 749, 752, 754
second-order system, 217
third- and higher-order systems, 220
transimpedance amplifier, 396
voltage regulator, 324, 327

static nonlinearity, 616, 728
step response:

common-mode feedback, 291
feedback amplifier, 212, 219, 248, 249
filter, 519, 522, 524
first-order, 149–153
phase-locked loop (PLL), 749–750
second-order, 156–157, 163–164
source-follower, 189

strip resistor, 54–57
strong inversion, 20–21, 29, 42–44, 46–47, 52
substrate noise, 85, 106, 109, 111, 282, 676
subthreshold:

leakage, 17, 43, 49
operation, 21, 42–44, 47, 101, 121, 179, 246, 273, 276–277, 394
slope, 43–44

bindex.fm  Page 793  Thursday, October 20, 2011  8:33 PM



794 Index

successive approximation A/D, see A/D converter, successive 
approximation

successive approximation register (SAR), 652
summer, 469–470, 472–473, 510 
supply noise, 306, 325, 327, 447, 521–522, 676
switched capacitor:

charge-redistribution , 632–633, 635–636, 642, 653–659
circuit, 107, 111–112, 216, 242, 249, 272, 281, 

318–319, 520–521, 557–600, 726–727
common-mode feedback, 291–292
comparator, 417, 422, 434
delta-sigma modulator, 706–707, 724, 726–727, 732
filter, 469, 537, 571–585
gain, 588–593, 627, 629, 632
modulator, 594–595
multiplying D/A, 672
noise, 384, 570–571
oscillator, 596–600
peak detector, 596
rectifier, 595–596
sample-and-hold (S/H), 446–456

switched emitter follower, 458–459

T
T model, 130, 135–136, 193–194, 340, 351, 355, 481, 488
tanh relationship, 354, 462
Taylor series, 22, 283, 398, 576
thermometer-code:

D/A converter, see D/A converter, thermometer-code
flash converter, 673, 676
folding A/D converter, 683

threshold voltage, 16, 20, 24, 43–44, 48, 51–52, 60, 64–65, 78–
79, 81, 85, 97–100, 132, 263, 304, 307, 310, 436, 448, 490, 
493–494, 499, 559, 585–586, 653, 656, 674, 680 

total harmonic distortion (THD), 398–400, 404, 502, 505, 516
track-and-hold, see sample-and-hold (S/H)
transconductance-C filter, see filter, Gm-C
transconductor:

BiCMOS, 506–509
bipolar, 480–483, 500–506
differential, 474–475
ideal, 471–475
MOSFET, 479–480, 482, 484–500
tuning, 517–520

transimpedance amplifiers, 231–234, 395–397
transit time, 11–12, 50, 64, 336, 343–346, 348, 

359, 425
translinear gain, 444, 460–462
translinear multiplier, 444, 462–464, 507–509
triode:

MOS resistor, 57–58, 193, 257, 260–261, 483, 522, 769–770
MOSFET-C circuits, 512–515
operation, 20–21, 23, 33–35, 40, 66–68, 381, 383

switch, 418–420, 585
transconductors, 484–492, 506–507

tuning, see filter, tuning
twin-well process, 78, 84
two-stage opamp, 136, 138, 196–197, 242–252, 

255–261, 283, 288, 291–293, 386, 393–394
two-transistor integrator, see integrator, two-transistor

U
ultraviolet light, 74–75
unity-gain frequency:

amplifier, 154, 264–265 
BJT, 342–343, 348, 360 
feedback amplifier, 210–220, 227 
integrator, 472–473, 510–511, 518 
inverter, 429, 557–558, 768–769 
multi-stage comparators, 424–425 
opamp, 245–247, 251–252, 254–260, 264–265, 

270, 272–273, 276–280, 292–293, 388–389, 
416, 452 

transfer function, 154
transistor, 37–38, 187

upsampling, 543–544, 554

V
varactor, 58, 771–772
velocity saturation, 44–45, 491, 495
voltage-controlled oscillator (VCO), 521, 596–599, 738–740, 

765–766, 770–776, 778–781 
crystal, 765–766
LC, 765–766, 771–773 
RC, 765–766
relaxation, 596–599, 765–766
ring, 674, 765–770, 772–773
switched-capacitor, 765–766

voltage regulator, 302, 306–307, 321
Volterra series, 398

W
weak inversion, 42–44, 319, 394
well, 6, 14–15, 24, 59
wide-swing cascade, 268–270, 285, 309–310
wide-swing current mirror, 261–263, 309

enhanced output impedance, 266–267, 285
Wiener–Khinchin theorem, 369

X
X-rays, 75

Z
zero-value time constant, 173–176, 179–183, 190, 

623–624, 659

bindex.fm  Page 794  Thursday, October 20, 2011  8:33 PM



Constants

Reverse-Biased Diode (Abrupt Junction)

Forward-Biased Diode

Small-Signal Model of Forward-Biased Diode

 carriers/m3 at F/m
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MOS Transistor Triode Region (VGS Vtn, VDS Veff )

Small-Signal Model in Triode Region (for VDS  Veff )

MOS Transistor Active (or Pinch-Off ) Region (VGS Vtn, VDS Veff )
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Small-Signal Model in Active Region

MOSFET parameters representative of various CMOS technologies

Technology 0.8 m 0.35 m 0.18 m 45 nm

NMOS PMOS NMOS PMOS NMOS PMOS NMOS PMOS

Cox ( A/V2) 90 30 190 55 270 70 300 90

Vt0 (V)  0.80 0.90 0.57 0.71 0.45 0.45 0.45 0.45

 0.12  0.08 0.16 0.16 0.08 0.08 0.10 0.15

Cox (fF/ m2)  1.9 1.9 4.5 4.5 8.5 8.5 25 25

tox (nm) 20 20 8 8 5 5 1.2 1.2

n  1.5 1.5 1.8 1.7 1.6 1.7 1.85 1.85

 0.6 0.6 1.5 1.0 1.7 1.0 2.3 2.0

m  1.0 1.0 1.8 1.8 1.6 2.4 3.0 3.0

 0.20 0.20 0.20 0.20 0.35 0.35 0.50 0.50

0.50 0.80 0.75 1.10 0.50 0.55 0.45 0.50
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Bipolar Active Transistor

Small-Signal Model of an Active BJT

For more accuracy, 
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